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Goals:
Given a title, generate paper abstract without any explicit KB

An assistive technology for human’s further editing, correction 
and enrichment

”It is perfectly okay to write garbage — as long as you 

edit brilliantly.” 
— by C. J. Cherryh 

Writing-editing Network with Attentive Revision Gate



Model:



An effective method of using Web based information Relation Extraction

Initial draft: In this paper we focus on the task of extracting the most commonly used Web pages in 
named entity recognition (IE) information from a large corpus of news articles. In particular, we 
propose a new kernel method that can be applied to a large collection of Web pages by automatic 
detection of labeled and unlabeled data. Our method is very simple and because the related 
method of using the data to be used as a guide as a source of information for the topic detection 
and classification can be applied, but often fail at improving the performance by combining 
relations and previous methods. In this method, the co-occurrence counts and the occurrences of 
each relation are not statistically significant, but also that it is possible to contribute to entity 
relations with a term in a variety of topics.

Final draft: In this paper we focus on the task of identifying the most commonly relevant features of 
Web documents. In particular, we propose a generic, automated IE algorithm that can be applied to 
a large collection of Web pages containing full large documents. This is a first step in helping a wide 
range of collaborative works for relation extraction. We show that it is possible to eliminate a good 
number of errors in relation extraction from a variety of documents, but that it is difficult to define 
a problem of term extraction.



Explanations of iterations:

The attentive revision gate incorporates the knowledge from 
the paper title and the previous generated abstract.

The knowledge pool will diverge since in each iteration the 
generated abstract may introduce some irrelevant information



Evaluation and Turing test:



Challenges:

Machines lack knowledge of the deep connections among 
scientific knowledge elements

• “...a translation system to generate a parallel corpus...”
• “...automatic generation of English verbs...”. 

Humans know better about what terms are more important than 
others in a title

• if a language name appears in the title, it must appear in the abstract.



Challenges:

Human written abstracts are generally more specific, concise, 
and engaging

• lab names, author names (e.g., “Collins proposed...”), system 
abbreviations, and terminologies (e.g., “Italian complex nominals (CNS) of 
the type n+p+n”)

System occasionally generates too general descriptions 
• “Topic modeling is a research topic in Natural Language Processing.” 



Challenges:

Machines lack common sense knowledge
• a system generated abstract may mention three areas/steps, but only 

outline two of them
Machines lack logical coherence.

• A system generated abstract may contain “The two languages...” and not 
state which languages.

We are not asking the system to perform scientific experiment; 
system generated “experimental results” are often invalid

• “Our system ranked first out of the participating teams in the field of 
providing such a distribution”



Wikipedia generation



Model:




