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Challenges on Digesting COVID-19 Scientific Literature

• Practical progresses at combating COVID-19 highly 
depend on effective transmission, assessment and 
extension of research results

• Quantity: 

• 2.7K new papers per day

• As of June 13, 2020, there are at least
140K papers about coronavirus

• Quality: 

• Given the rapid publications of 
preprints without peer reviews, many research 
results are redundant, complementary or even 
conflicting with each other



Challenges on Digesting COVID-19 Scientific Literature

• Knowledge Bottlenecks in Clinical Trials for Drug 
re-purposing

• Mainly rely on symptoms: consider drugs that can 
treat diseases with 
similar symptoms

• Too many drug candidates

• Too much misinformation from multiple countries

• Too costly to test all drugs, and difficult to decide 
threshold to measure success (Is it good enough to 
if 65% patients have reduced symptoms?)

• What doctors need: a reliable ranked list of drugs 
with detailed knowledge-level (chemicals/genes) 
evidence
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Our Goals

Daily paper feeds, KGs and drug repurposing reports at http://blender.cs.illinois.edu/covid19

http://blender.cs.illinois.edu/covid19


Coarse-grained Text Knowledge Extraction
• Entity Extraction + Entity Linking: 

• Extract entities from unstructured texts, link entity 
mentions to external biomedical ontologies including 
Comparative Toxicogenomics Database (CTD) (Davis et 
al., 2016) and obtain a Medical Subject Headings 
(MeSH) Unique ID  for  each  mention.

• Relation Extraction: 

• Extract 133 relation types including Gene–Chemical–
Interaction Relationships, Chemical–Disease 
Associations, Gene–Disease Associations, Chemical–
GO Enrichment Associations and Chemical–Pathway 
Enrichment Associations

• Event extraction: 

• Extract 13 Event types and the roles of entities 
involved in these events, including Gene expression, 
Transcription, Localization, Protein catabolism , 
Binding, Protein modification, Phosphorylation , 
Ubiquitination, Acetylation, Deacetylation, Regulation, 
Positive regulation, Negative regulation



Coarse-grained Text Knowledge Extraction
• Knowledge extraction from 25,534 COVID-19 papers

to construct knowledge graphs

• Current KG: 

• 50,864 Gene nodes, 7,230 Disease nodes, 9,123 
Chemical nodes, 1,725,518 chemical-gene links, 
5,556,670 chemical-disease links, and 77,844,574 
gene-disease links

• The figure shows an example of the constructed KG 
from multiple papers connecting a candidate drug in 
COVID-19 (Losartan) and a gene related to 
coronavirus (cathepsin L pseudogene)
• The red nodes represent chemicals, grey nodes 

represents genes, and edges represent gene-
chemical relations

• Experiments on 186 documents with 12,916 
sentences manually annotated by domain experts 
show that our method achieves 83.6% F-score on 
node extraction and 78.1% F-score on link extraction. 



Fine-grained Text Knowledge Extraction

• Fine-grained entity extraction (CORD-NER) for 75 
entity types (Wang and Han, 2020) such as 
coronaviruses, viral proteins, evolution, materials, 
immune responses, etc

• CORD-NER relies on distantly- and weakly-
supervised methods with no need for expensive 
human annotation. 

• Its entity annotation quality surpasses SciSpacy
(up to 93.95% F-score, over 10% higher on the F1 
score based on a sample set of documents), a fully 
supervised BioNER tool. 

• So we are able to answer questions including fine-
grained entities such as “Which amino acids in 
glycoprotein are most related to the CHEMICAL?”



Fine-grained Text Knowledge Extraction

• Here is a figure for results on part of a COVID-19 paper

Angiotensin-converting enzyme 2 GENE_OR_GENOME ( ACE2 GENE_OR_GENOME ) as a SARS-CoV-2 
CORONAVIRUS receptor CHEMICAL: molecular mechanisms and potential therapeutic target. 

SARS-CoV-2 CORONAVIRUS has been sequenced [ 3 ] . A phylogenetic EVOLUTION analysis [ 3 , 4 ] found
a bat WILDLIFE origin for the SARS-CoV-2 CORONAVIRUS . There is a diversity of possible intermediate
hosts NORP for SARS-CoV-2 CORONAVIRUS , including pangolins WILDLIFE , but not mice EUKARYOTE
and rats EUKARYOTE [5] . There are many similarities of SARS-CoV-2 CORONAVIRUS with the original
SARS-CoV CORONAVIRUS . Using computer modeling , Xu et al PERSON. [6] found that the spike proteins
GENE_OR_GENOME of SARS-CoV-2 CORONAVIRUS and SARS-CoV CORONAVIRUS have almost identical
3-D structures in the receptor binding domain that maintains Van der Waals forces PHYSICAL_SCIENCE .
SARS-CoV spike proteins GENE_OR_GENOME has a strong binding affinity DISEASE_OR_SYNDROME to
human ACE2 GENE_OR_GENOME , based on biochemical interaction studies and crystal structure
analysis [7] . SARS-CoV-2 CORONAVIRUS and SARS-CoV spike proteins GENE_OR_GENOME share identity
in amino acid sequences and , importantly, the SARS-CoV-2 CORONAVIRUS and SARS-CoV spike proteins
GENE_OR_GENOME have a high degree of homology [6, 7] . Wan et al PERSON. [4] reported that residue
394 CARDINAL (glutamine CHEMICAL) in the SARS-CoV-2 CORONAVIRUS receptor-binding domain ….



Image Processing and Cross-media Entity Grounding
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Image Processing and Cross-media Entity Grounding
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Figure 1.

FDA approved drugs of most interest for 

repurposing as potential Ebola virus treatments.
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https://www.ncbi.nlm.nih.gov/pmc/articles/PMC4358410/figure/f1/


Knowledge Graph Semantic Visualization



Knowledge-driven Question Answering

• Limitations of state-of-the-art question answering

• Fully rely on Word-level or sentence-level semantic meaning matching

• Questions are limited to non-experts (e.g., “Corona Virus Update?”) or too high-level (e.g., “What is 
known about transmission, incubation, and environmental stability?”)

• What we need: install a scientific brain (knowledge base) for QA

• Preliminary Results



EvidenceMiner with Query: “CORONAVIRUS cause DISEASEORSYNDROME”

13Online demo: https://evidenceminer.com/

https://evidenceminer.com/


A Case Study on Drug Repurposing Report Generation

• Target Chemicals/Genes from DARPA Biologists

• BM1_00870 BM1_06175 BM1_16375 BM1_17125 BM1_22385 BM1_30360 BM1_33735 BM1_56245 
BM1_56735 CATB-10270 CATB-1418 CATB-1674 CATB-16A CATB-16D2 CATB-1852 CATB-1874 CATB-2744 CATB-
3098 CATB-348 CATB-3483 CATB-5880 CATB-84 CATB-912 CATD CATHY CATK CATL CATL-LIKE CTS12 CTS3 CTS6 
CTS7 CTS7-PS CTS8 CTS8L1 CTS8-PS CTSA CTSA.L CTSB CTSBA CTSBB CTSB.L CTSB-PS CTSB.S CTSC CTSC.L CTSC.S 
CTSD CTSD2 CTSD.S CTSE CTSEAL CTSE.L CTSE.S CTSF CTSF.L CTSG CTSH CTSH.L CTSH-PS CTSJ CTSK CTSK1 CTSK.L 
CTSL CTSL.1 CTSL3 CTSL3P CTSLA CTSLB CTSLL CTSL.L CTSLL3 CTSLP1 CTSLP2 CTSLP3 CTSLP4 CTSLP6 CTSLP8 
CTSM CTSM-PS CTSM-PS2 CTSO CTSO.L CTSQ CTSQL2 CTSR CTSS CTSS1 CTSS.2 CTSS2.1 CTSS2.2 CTSSL CTSS.L 
CTSS.S CTSV CTSV.L CTSW CTSW.L CTSZ CTSZ.L CTSZ.S LOAG_18685 SMP_013040.1 SMP_034410.1 SMP_067050 
SMP_067060 SMP_085010 SMP_085180 SMP_103610 SMP_105370 SMP_158410 SMP_158420 SMP_179950 
TSP_01409 TSP_02382 TSP_02383 TSP_03306 TSP_07747 TSP_10129 TSP_10493 TSP_11596 LMAN1 LMAN1L 
LMAN1.L LMAN1.S LMAN2 LMAN2L MBL1P MBL2 ACE2 FURIN TMPRSS2

• Since human reports follow a template of 10 sections, let’s try to automate the report generation!

• Pick three drugs for case study: Benazepril, Losartan, Amodiaquine

• Report (64 pages) at: http://blender.cs.illinois.edu/covid19/DrugRe-purposingReport_V2.0.docx

http://blender.cs.illinois.edu/covid19/DrugRe-purposingReport_V2.0.docx


Section 1: Current indication: what is the drug class? 
What is it currently approved to treat?
• Example output for Benazepril



Section 2: Molecular structure (symbols desired,  but a 
pointer to a reference is also useful)



Section 3: Mechanism of action i.e. inhibits viral entry,  
replication,  etc (w/ a pointer to data)



Section 4: Was the drug identified by manual or computation 
screen?



Section 5: Who is studying the drug? (Source/lab name)



Section 6: In vitro Data available (cell line used,  assays run,  viral strain used,  
cytopathic effects,  toxicity,  LD50,  dosage response curve,  etc)



Section 7: Animal Data Available (what animal model,  LD50,  
dosage response curve,  etc)



Section 8: Clinical trials on going (what phase,  facility,  target 
population,  dosing,  intervention etc)



Section 9: Has the drug shown evidence of systemic toxicity?



Section 9: Has the drug shown evidence of systemic toxicity?



Section 9: Has the drug shown evidence of systemic toxicity?



Section 10: Funding source



Section 11: List of relevant sources to pull data from

1. https://www.ncbi.nlm.nih.gov/research/pubtator/ (Wei, C. H., Allot, A., Leaman, R., & Lu, Z. (2019). PubTator central: 
automated concept annotation for biomedical full text articles. Nucleic acids research, 47(W1), W587-W593.)

2. https://www.semanticscholar.org/cord19 (Wang, L. L., Lo, K., Chandrasekhar, Y., Reas, R., Yang, J., Burdick, D., … 
Kohlmeier, S. (2020). CORD-19: The COVID-19 Open Research Dataset. In Proceedings of the 1st Workshop on NLP for 
COVID-19 at ACL 2020. Online: Association for Computational Linguistics. 
https://www.aclweb.org/anthology/2020.nlpcovid19-acl.1 )

https://www.ncbi.nlm.nih.gov/research/pubtator/
https://www.semanticscholar.org/cord19
https://www.aclweb.org/anthology/2020.nlpcovid19-acl.1


Ethical Considerations

• Required Workflow for Using Our System
• Our knowledge discovery tool provides investigative leads, not final results for clinical use. COVID-KG (and all knowledge discovery tools 

for biomedical applications) is not meant to be used for direct clinical applications on any human subjects. 

• Our tool provides source and rich evidence sentences for each node and link in the KG. To curtail potential harms caused by extraction 
errors, users of the knowledge graphs should double-check the source information and verify the correctness of the discovered leads 
before launching expensive experimental studies.

• Limitations of System Performance and Data Collection
• Our system can effectively convert a large number of scientific papers into knowledge graphs, and scale as literature volume increases. 

However, none of our extraction components is perfect, they produce about 6%-22% false alarms and misses as reported in section 2. 

• Proper use of the technology requires that input documents are legally and ethically obtained. The input data to our system is peer-
reviewed publicly available scientific articles. An additional potential harm could come from the output of the system being used in ways 
that magnify the system errors or bias in its training data. Our system output is intended for human interpretation. Incorporating the 
system’s output into an automatic decision-making system without human validation could be harmful. 

• The performance of our system components as reported is based on the specific benchmark datasets, which could be affected by such 
data biases. A general approach to ensure proper application should: incorporate ethics considerations as the first-order principles in 
every step of the system design, maintain a high degree of transparency and interpretability of data, algorithms, models, and
functionality throughout the system, make software available as open source for public verification and auditing, and explore
countermeasures to protect vulnerable groups.

• In addition, our system output may include some biases from the sources, namely some papers may have got published due to the
biases from peer reviewers. We plan to extend our framework to include fact-checking to enable practitioners and researchers to access 
up-to-the-minute information.

• Finally, the queries (i.e., the lists of candidate drugs and proteins/genes) are provided by the users who might have a bias in their 
selection. We require the users to carefully examine source information (author, publication date, etc.) and detailed evidence (contextual 
sentences and documents) associated with the extracted connections.
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Thank you!
Demo video:  http://159.89.180.81/demo/covid/Covid -KG_DemoVideo.mp4, 

Project website:  http://blender.cs. i l l inois.edu/covid19 ,  

Drug Repurposing Report:  http://blender.cs.i l l inois.edu/covid19/DrugRe -
purposingReport_V2.0.docx
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