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Outline

Background and 

Motivation



Why do we need AI in biomedical research?

• Biomedical researchers are overwhelmed by a deluge of fragmented, 
inconsistent scientific literature.

• Human scientists cannot keep up without help  



Benefits of LLMs in Biomedical Research
• Overcoming the language barrier in 

science communication
• About 55% of the respondents to the Nature 

survey felt that a major benefit of generative AI is 
its ability to edit and translate writing for 
researchers whose first language is not English

• In a poll by the European Research Council (ERC), 
75% of more than 1,000 ERC grant recipients felt 
that generative AI would reduce language 
barriers in research by 2030

Prillaman, M. "Is ChatGPT making scientists hyper-productive? The highs and lows of using AI." Nature (2024).
Conroy, G. (2023). How ChatGPT and other AI tools could disrupt scientific publishing. Nature, 622(7982), 234-236.
ERC. Foresight: Use and Impact of Artificial Intelligence in the Scientific Process (European Research Council, 2023).



● Literature review → Hypothesis → Experiments → Reports → Validation

● Highly data-driven: EHRs, genomics, clinical notes, imaging

● Regulated and high-stakes: patient safety, reproducibility, ethics

● Increasingly dependent on cross-disciplinary knowledge

The Biomedical Research Lifecycle





How can we use natural language for chemistry?
1. Searching, screening, reading, and summarizing are time-consuming

2. Clinical guidelines often lag behind recent publications

3. Review articles can't keep up with new data

4. There’s a need for machine-assisted synthesis and reasoning



Structured 

Biomedical

knowledge



● LLMs can read, summarize, and 

generate biomedical text

● Pretrained on PubMed, clinical notes, 

knowledge graphs

● Support tasks like Q&A, 

summarization, hypothesis linking

● But: risk of hallucinations → need for 

trustworthy integration

The Rise of Language Models in Biomedical 
Informatics



Concerns about LLMs in Biomedical Research

• A greater number of 

poor-quality or error-

strewn manuscripts - 

and possibly a flood of 

AI-assisted fakes

Conroy, G. (2023). How ChatGPT and other AI tools could disrupt scientific publishing. Nature, 622(7982), 234-236.







Outline

AI-Assisted Literature 

Review: Introduction 



● Search Complexity

● Retrieval Precision

● Screening and Filtering

● Reading and Understanding

● Summarization and Comparison

● Synthesis and Reporting

What Makes Literature Review So 

Challenging?



Dimension General Scientific Literature Biomedical Literature

Subject Focus Covers fields like physics, CS, 
math, psychology

Centered on clinical medicine, genomics, pharmacology, 
biology

Language 
Style

Standard academic English with 
structured format

Heavy use of domain-specific terms, acronyms (e.g., EGFR, 
CBC), and medical codes (ICD)

Information 
Type

Theoretical models, algorithms, 
experimental data

Multimodal: clinical text, imaging, gene pathways, case 
summaries

Knowledge 
Linking

General logic or mathematical 
frameworks

Requires alignment with external biomedical ontologies 
(e.g., UMLS, MeSH, CTD)

Risk & Ethics Low-stakes for factual errors Errors may impact patient safety or clinical decisions → higher 
demand for trustworthiness



Limitations of Traditional Review Workflows



From Text to Knowledge: 

AI-Augmented Literature 

Review Workflow

Conroy, G. (2023). How ChatGPT and other AI tools could disrupt scientific publishing. Nature, 622(7982), 234-236.



Classical IR vs Neural IR vs LLM-Augmented IR



Usage of TF-IDF

•  TF-IDF is the product of two main statistics: term frequency and 

inverse document frequency.

•  Different information retrieval systems use various calculation 

mechanisms, but here we present the most general mathematical 

formulas.

•  TF-IDF is calculated for all terms in a document. Sometimes a 

threshold is used to omit low-scoring words.



Outline

AI-Assisted Literature 

Review: Domain-specific 

training



SCIENTIFIC LARGE LANGUAGE MODEL
• Biomedical knowledge extraction benefits from pretrained large 

language models

[1] Yasunaga, M., Leskovec, J., & Liang, P. (2022). LinkBERT: Pretraining Language Models with Document Links. In Proceedings of the 60th Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers) (pp. 8003–8016). Association for 

Computational Linguistics.



• Language models benefit from 

continued pretraining on the domain

• Task-adaptive pretraining on a 

smaller but directly task-relevant 

corpus can still boost performance

• Automatic or human-curated 

unlabeled data related to the task 

can further improve performance in 

low-resources setting

WHY DO WE NEED DOMAIN/TASK PRETRAINING

[1] Gururangan, S., Marasovic, A., Swayamdipta, S., Lo, K., Beltagy, I., Downey, D., & Smith, N. (2020). Don′t Stop Pretraining: Adapt Language Models to Domains and Tasks. In Proceedings of the 58th Annual Meeting of the Association for Computational 

Linguistics (pp. 8342–8360). Association for Computational Linguistics.

Why do we need domain/task pretraining?



PubMedBERT

Gu, Yu, et al. "Domain-specific language model pretraining for biomedical natural language processing." ACM Transactions on Computing for Healthcare (HEALTH) 

3.1 (2021): 1-23.



BioBERT

Lee, Jinhyuk, et al. "BioBERT: a pre-trained biomedical language representation model for biomedical text mining." Bioinformatics 36.4 (2020): 1234-1240.



• It’s impossible to store all factual and 

domain-specific knowledge into parameters.

• Retrieval is a complementary path to 

architectural scaling.

• Semi-parametric = closed book 

(parametric-only) + open-book 

(retrieval-based)

INCORPORATING SEMANTIC LINKS

[1] Frisoni, G., Mizutani, M., Moro, G., & Valgimigli, L. (2022). BioReader: a Retrieval-Enhanced Text-to-Text Transformer for Biomedical Literature. In Proceedings of the 2022 Conference on Empirical Methods in Natural Language Processing (pp. 5770–5793). 

Association for Computational Linguistics.

.

Incorporating Semantic Links



HISTORY OF SCIENTIFIC LARGE LANGUAGE MODEL

[1] Zhang, Q., Ding, K., Lyv, T., Wang, X., Yin, Q., Zhang, Y., ... & Chen, H. (2024). Scientific large language models: A survey on biological & chemical domains. arXiv preprint arXiv:2401.14656.



BioGPT: Generative Pre-trained Transformer 
for Biomedical Text Generation and Mining

Luo, Renqian, et al. "BioGPT: generative pre-trained transformer for biomedical text generation and mining." Briefings in bioinformatics 23.6 (2022): bbac409.



BioGPT: Generative Pre-trained Transformer 
for Biomedical Text Generation and Mining

Luo, Renqian, et al. "BioGPT: generative pre-trained transformer for biomedical text generation and mining." Briefings in bioinformatics 23.6 (2022): bbac409.



Luo, Renqian, et al. "BioGPT: generative pre-trained transformer for biomedical text generation and mining." Briefings in bioinformatics 23.6 (2022): bbac409.



ScholarGPT: Fine-tuning Large Language Models for Discipline-

Specific Academic Paper Writing 

● Goal:

○ Adapt general-purpose LLMs to specific academic disciplines (e.g., chemistry, materials science, medicine).

● Key Contributions:

○ Curated discipline-specific corpora from arXiv, PubMed, Scopus

○ Introduced instruction fine-tuning templates for scientific reasoning tasks

○ Evaluated across five domains: physics, chemistry, materials, life sciences, and CS

○ Demonstrated improved citation accuracy and abstract coherence vs. GPT-4 baseline

Cao, Chuxue, Ziqing Yuan, and Hailiang Chen. "ScholarGPT: Fine-tuning Large Language Models for Discipline-Specific Academic Paper Writing." (2024).



ScholarGPT: Fine-tuning Large Language Models for Discipline-

Specific Academic Paper Writing 

Cao, Chuxue, Ziqing Yuan, and Hailiang Chen. "ScholarGPT: Fine-tuning Large Language Models for Discipline-Specific Academic Paper Writing." (2024).

● ScholarGPT builds the BRI 

dataset from 1.2 M papers 

across multiple disciplines 

to enable domain-specific 

instruction tuning.

● Models trained on 

balanced disciplinary data 

achieve better style 

alignment in scientific 
writing.



• Few benchmarks are publicly available 

CHALLENGESChallenges



CHALLENGES

• Few benchmarks are publicly available
• Models only have a limited number of training samples for each task 

Entity Extraction Relation Extraction Event Extraction Entity Linking

BC4CHEMD Abroad-RE BioNLP 09 XL-BEL

BC5CDR BC5CDR Genia 2013 Mantra GSC

BC7 NLM-Chem BC6 ChemProt Genia 2016

BioRED BC7 DrugProt MatSci-NLP

CHEMET BioRED

Chem-FINESE BioRelEx

JNLPBA JNLPBA

MatSci-NLP MatSci-NLP

PolymerAbstracts 

Challenges

https://paperswithcode.com/dataset/bc4chemd
https://github.com/idiap/abroad-re
https://github.com/idiap/abroad-re
https://github.com/idiap/abroad-re
https://bionlp.dbcls.jp/projects/bionlp-st-ge-2013
https://github.com/cambridgeltl/sapbert/tree/main/evaluation/xl_bel
https://github.com/cambridgeltl/sapbert/tree/main/evaluation/xl_bel
https://github.com/cambridgeltl/sapbert/tree/main/evaluation/xl_bel
https://github.com/JHnlp/BioCreative-V-CDR-Corpus
https://github.com/JHnlp/BioCreative-V-CDR-Corpus
https://bionlp.dbcls.jp/projects/bionlp-st-ge-2013
https://academic.oup.com/jamia/article/22/5/948/930067?login=false#supplementary-data
https://paperswithcode.com/dataset/bc7-nlm-chem
https://paperswithcode.com/dataset/bc7-nlm-chem
https://paperswithcode.com/dataset/bc7-nlm-chem
https://paperswithcode.com/dataset/chemprot
https://bionlp.dbcls.jp/projects/bionlp-st-ge-2016
https://paperswithcode.com/dataset/biored
https://paperswithcode.com/dataset/drugprot-1
https://github.com/BangLab-UdeM-Mila/NLP4MatSci-ACL23
https://github.com/BangLab-UdeM-Mila/NLP4MatSci-ACL23
https://github.com/BangLab-UdeM-Mila/NLP4MatSci-ACL23
https://github.com/chenkaisun/MMLI1
https://paperswithcode.com/dataset/biored
https://github.com/EagleW/Chem-FINESE/tree/main/data
https://github.com/EagleW/Chem-FINESE/tree/main/data
https://github.com/EagleW/Chem-FINESE/tree/main/data
https://github.com/YerevaNN/BioRelEx
https://paperswithcode.com/dataset/jnlpba
https://paperswithcode.com/dataset/jnlpba
https://github.com/BangLab-UdeM-Mila/NLP4MatSci-ACL23
https://github.com/BangLab-UdeM-Mila/NLP4MatSci-ACL23
https://github.com/BangLab-UdeM-Mila/NLP4MatSci-ACL23
https://github.com/BangLab-UdeM-Mila/NLP4MatSci-ACL23
https://github.com/BangLab-UdeM-Mila/NLP4MatSci-ACL23
https://github.com/BangLab-UdeM-Mila/NLP4MatSci-ACL23
https://github.com/Ramprasad-Group/polymer_information_extraction


• Few benchmarks are publicly available 

• Comprehending scientific papers 
requires external knowledge

• Acetylsalicylic acid has both anti-
inflammatory and antipyretic effects. 

• Aspirin is a Nonsteroidal Anti-
inflammatory Drug and Platelet 
Aggregation Inhibitor. 

• Both Aspirin and Acetylsalicylic acid 
refer to CH3COOC6H4COOH.

CHALLENGESChallenges



Outline

AI-Assisted Literature 

Review: Summarization 

and synthesis



Example: LLM Summary for Biomedical Literature 
Review



He, Ting, et al. "Artificial Intelligence-assisted Biomedical Literature Knowledge Synthesis to Support Decision-making in Precision Oncology." AMIA Annual 

Symposium Proceedings. Vol. 2024. 2025.

Artificial Intelligence-assisted Biomedical Literature Knowledge 
Synthesis to Support Decision-making in Precision Oncology

● Precision oncology 

requires integrating 

molecular profiling + 

literature evidence.

● Manual review in 

Molecular Tumor Boards 

(MTB) is labor-intensive.

● Goal → automate entity 
recognition & relation 

extraction (NER + RE) 

from biomedical texts.



He, Ting, et al. "Artificial Intelligence-assisted Biomedical Literature Knowledge Synthesis to Support Decision-making in Precision Oncology." AMIA Annual 

Symposium Proceedings. Vol. 2024. 2025.

Artificial Intelligence-assisted Biomedical Literature Knowledge 
Synthesis to Support Decision-making in Precision Oncology

● Dataset: BioRED (600 PubMed 

abstracts; Genes, Variants, Diseases, 

Chemicals)

● Models tested:
○ PubTator 3.0 (NLM tool)

○ BioBERT, BioLinkBERT

○ LLMs: Mixtral-8×7B Instruct, 

ChatGPT-4

● Tasks:

○ NER → BIO tagging (B/I/O)

○ RE → document-level relation 

classification



Wang, Yidong, et al. "Autosurvey: Large language models can automatically write surveys." Advances in neural information processing systems 37 (2024): 115119-

115145.

AutoSurvey: Large Language Models Can Automatically 
Write Surveys

● Retrieval & Outline Generation:

○ Fetch top-K relevant papers and 

draft a hierarchical outline.

● Section Drafting:

○ Multiple LLMs generate sections in 

parallel with retrieval grounding.

● Integration & Refinement:

○ Merge drafts and ensure 

coherence and factual accuracy.

● Evaluation & Iteration:

○ Multi-LLM-as-Judge framework 

rates coverage, structure, and 

citation quality.



Wang, Yidong, et al. "Autosurvey: Large language models can automatically write surveys." Advances in neural information processing systems 37 (2024): 115119-

115145.

AutoSurvey: Large Language Models Can Automatically 
Write Surveys



Wang, Yidong, et al. "Autosurvey: Large language models can automatically write surveys." Advances in neural information processing systems 37 (2024): 115119-

115145.

AutoSurvey: Large Language Models Can Automatically 
Write Surveys

● AutoSurvey shows that multi-stage, retrieval-grounded LLM pipelines can produce near-human-quality 

academic surveys — automating a core part of scientific synthesis.



Evaluating LLMs on Medical Evidence Summarization



Evaluating LLMs on 
Medical Evidence 
Summarization

Reviews obtained from the 
Cochrane Library

•Well-structured abstracts

•Freely available 



Evaluating LLMs on Medical Evidence Summarization



Evaluating LLMs on Medical Evidence Summarization



Evaluating LLMs on Medical Evidence Summarization



Evaluating LLMs on Medical Evidence Summarization



Evaluating LLMs on Medical Evidence Summarization























































INCORPORATING SEMANTIC LINKS

[1] Frisoni, G., Mizutani, M., Moro, G., & Valgimigli, L. (2022). BioReader: a Retrieval-Enhanced Text-to-Text Transformer for Biomedical Literature. In Proceedings of the 2022 Conference on Empirical Methods in Natural Language Processing (pp. 5770–5793). 

Association for Computational Linguistics.

.

Limitations, Biases, and Open Challenges

★ Hallucination: LLM generates plausible-sounding content that is factually incorrect or 

unverifiable

★ Citation Fabrication: LLM produces references that look real (e.g., correct author, 

journal, format) but don’t actually exist

★ These risks are amplified in biomedicine, where fabricated results or citations can 

mislead clinical decisions or systematic reviews



[1] Frisoni, G., Mizutani, M., Moro, G., & Valgimigli, L. (2022). BioReader: a Retrieval-Enhanced Text-to-Text Transformer for Biomedical Literature. In Proceedings of the 2022 Conference on Empirical Methods in Natural Language Processing (pp. 5770–5793). 

Association for Computational Linguistics.

.

Hallucination

Type of 
Hallucination

Meaning Example Input Output

Input-conflicting LLM generates content that 
deviates from the user's 
input

A product manager provides the LLM with 
a customer interview transcript and asks 
for a summary of needs.

The LLM adds user needs that were not 
mentioned in the transcript.

Context-conflicting LLM generates content that 
conflicts with its own 
previous output

A PM asks for top user complaints, then 
asks about retention issues.

First answer: "slow loading, bad UI." 
Second answer: "crashes, no 
notifications" (not consistent).

Fact-conflicting LLM generates content that 
contradicts known or 
verifiable facts

A CEO asks: “What is the market share of 
competitor Z in autonomous vehicles?”

The LLM replies with fabricated 
numbers, even though the data is not 
publicly available.



INCORPORATING SEMANTIC LINKS

[1] Frisoni, G., Mizutani, M., Moro, G., & Valgimigli, L. (2022). BioReader: a Retrieval-Enhanced Text-to-Text Transformer for Biomedical Literature. In Proceedings of the 2022 Conference on Empirical Methods in Natural Language Processing (pp. 5770–5793). 

Association for Computational Linguistics.

.

Citation Fabrication

 Citation Output  What’s Wrong

Smith et al., J Clin Oncol, 2021  No such paper exists in 
PubMed

Liu et al., Nature, 2020  Misattributed content, wrong 
authors

Zhang et al., NEJM, 2022  Real journal, fake 
volume/page



Outline

Knowledge Retrieval



Why knowledge retrieval?

• LLMs demonstrate strong overall performance, but errors and hallucinations 
remain prevalent when applied to biomedicine and healthcare applications

• Rapid updated domain-specific knowledge
• Updated treatment guidelines

• New drug approvals

• Accurate answers alone are insufficient for high-stakes medical applications
• Clinicians require verifiable, traceable evidence



• 16 genomics tasks , 
1,600 curated 
questions

• Manually evaluated 
48,000 answers from 
ten LLM variants

• Prevalent 
hallucinations are 
observed for LLMs 
without retrieval

Hou, W., Shang, X. and Ji, Z., 2025. 

Benchmarking large language models for 

genomic knowledge with 

GeneTuring. bioRxiv, pp.2023-03.



Without retrieval vs retrieval

• Hallucination scores 
(lower is better)

• GPT-4o without 
retrieval produced 
errors in 99% of 
gene-name 
conversion cases



Without retrieval vs retrieval

• Accuracy scores 
(higher is better)

• For the same gene 
name conversion 
task, GPT-4o with 
retrieval achieved 
99% accuracy



Additional examples
• LLMs struggled with 

new and updated 
medical knowledge 
compared to standard 
benchmarks

Wu, E., Wu, K. and Zou, J., 2025. 

Limitations of learning new and 

updated medical knowledge with 

commercial fine-tuning large 

language models. NEJM AI, 2(8), 

p.AIcs2401155.



How do we retrieve relevant evidence?

• How do humans retrieve relevant evidence?
• Do creative web search

• Experiment with several searches

• Put yourself in an author's shoes; what phrases might they have used?

• Specifically search Google Scholar, etc.

• Track down related work (once you have a relevant paper)
• Follow the bibliography to earlier papers

• See who else has cited the work

• Read each paper to find related work

Keshav, S., 2007. How to read a paper. ACM SIGCOMM 

Computer Communication Review, 37(3), pp.83-84.



• How do humans retrieve relevant 
evidence?

• Do creative web search
• Experiment with several searches

• Put yourself in an author's shoes; what 
phrases might they have used?

• Specifically search Google Scholar, etc.

• Track down related work (once you have 
a relevant paper)

• Follow the bibliography to earlier papers

• See who else has cited the work

• Read each paper to find related work

• How do machines retrieve 
relevant evidence?

• Construct knowledge graphs for 
each paper

• Search for keywords based on the 
constructed knowledge graph

• Use papers’ references and 
citation networks to identify 
related papers

• Search for semantically relevant 
sentences based on embedding 
similarity and overlapping 
knowledge graphs

How do we retrieve relevant evidence?



Different types of knowledge retrieval

Corpus-level 
Information 
Retrieval

Literature Search 
Engines (Google 
Scholar, PubMed)

KG-Augmented 
Retrieval (PubTator 

3, ESRA)

Sentence/Concept-
level Information 

Retrieval

Sentence Retrieval 
(LitSense, 

EvidenceMiner, 
SPIKE)

Dataset 
Recommendation 

(Datafinder)

Multimodal 
Information 
Retrieval

Multi-modal 
Molecule Text 

Retrieval 
(Text2mol, 

MoleculeSTM)

Multi-modal Image 
Text Retrieval 
(Cross-modal 

RAG)



Standard retrieval pipeline

• Step 1: 
Retrieval 

• Searches 
and 
provides 
information 
relevant to 
the query

Yang, R., Wong, M.Y.H., Li, H., Li, X., Zhu, W., Liao, J., Yu, K., Liew, J.C.K., Xuan, W., Chen, Y. Ke, Y., … and Liu, N., 2025. Retrieval-Augmented Generation 

in Medicine: A Scoping Review of Technical Implementations, Clinical Applications, and Ethical Considerations. arXiv preprint arXiv:2511.05901.



Standard retrieval pipeline

• Step 2: 
Augmentati
on 

• Prompt + 
retrieved 
context to 
LLMs



Standard retrieval pipeline

• Step 3: 
Generation

• LLMs 
generate 
the final 
output



• 251 relevant 
studies:

Data source

• 80% used public 
data

• 15% used private

• 5% used both



• 251 relevant 
studies:

Data type

• Biomedical 
literature

• Clinical guidelines

• Clinical notes

• Textbooks

• Knowledge graphs

• Others



• 251 relevant 
studies:

Retrieval methods

• Mostly dense 
(embedding-based)



• 251 relevant 
studies:

LLM backbones

• Both closed-
sourced and open-
weighted are 
commonly used



• A closer look at 
published 
studies using 
LLM-RAG in 
medicine up to 
August 2025

Kim, H., Sohn, J., Gilson, A., 

Cochran-Caggiano, N., Applebaum, 

S., Jin, H., Park, S., Park, Y., Park, 

J., Choi, S. Contreras, B.A.H., …, 

Chen, Q., 2025. Rethinking 

Retrieval-Augmented Generation 

for Medicine: A Large-Scale, 

Systematic Expert Evaluation and 

Practical Insights. arXiv preprint 

arXiv:2511.06738.





LLM-RAG implementation examples: API-based

Jin, Q., Yang, Y., Chen, Q. and Lu, Z., 2024. 

Genegpt: Augmenting large language models 

with domain tools for improved access to 

biomedical information. Bioinformatics, 40(2), 

p.btae075.



Instructions

• Ask LLMs to use 
APIs for retrieval



Documentation

• Provide 
descriptions of the 
API functionality, 
general syntax, and 
argument choices.



Demonstration

• Provide examples 
of using NCBI Web 
APIs to solve 
questions.



Results



LLM-RAG implementation examples: vector-based

Li, M., Kilicoglu, H., Xu, H. and Zhang, R., 

2025. Biomedrag: A retrieval augmented 

large language model for 

biomedicine. Journal of Biomedical 

Informatics, 162, p.104769.



• Text -> chunks -> vector databases

• For different tasks, the notion of a chunk is different



• Trained a scorer to retrieve most relevant chunks given a user query



• The generation step remains consistent



Additional examples

Jeong, M., Sohn, J., Sung, M. and Kang, J., 2024. 

Improving medical reasoning through retrieval and self-

reflection with retrieval-augmented large language 

models. Bioinformatics, 40(Supplement_1), pp.i119-

i129.

• Decide whether to 
do RAG

• Self-reflect on 
multiple retrieved 
passages



Recent tools for LLM-RAG implementations

Gao, S., Zhu, R., Sui, P., Kong, Z., Aldogom, S., Huang, Y., Noori, 

A., Shamji, R., Parvataneni, K., Tsiligkaridis, T. and Zitnik, M., 2025. 

Democratizing AI scientists using ToolUniverse. arXiv preprint 

arXiv:2509.23426.



LLMs augmented with 600+ tools for retrieval





Potential issues of RAG

• Limited manual 
evaluations

• Most used RAG as 
‘black-box’

• Only end-task 
performance is 
measured



Systematically studying the effectiveness of LLM-RAG in 
medicine

• Does RAG actually 
improve factuality 
and evidence use 
as expected?

Kim, H., Sohn, J., Gilson, A., 

Cochran-Caggiano, N., Applebaum, 

S., Jin, H., Park, S., Park, Y., Park, 

J., Choi, S. Contreras, B.A.H., …, 

Chen, Q., 2025. Rethinking 

Retrieval-Augmented Generation 

for Medicine: A Large-Scale, 

Systematic Expert Evaluation and 

Practical Insights. arXiv preprint 

arXiv:2511.06738.



Systematically studying the effectiveness of LLM-RAG in 
medicine

• 18 healthcare professionals systematically made 80,502 annotations on 
commonly adopted LLM-RAG implementations in medicine

• 800 LLM outputs head-to-head comparisons with and without RAG
• GPT-4o and Llama-3.1-8B

• 200 medical questions: 100 real-world patient questions and 100 USMLE-style 
queries



Stage-wise, systematic evaluations

• Evidence retrieval (Retrieval stage): the relevance and coverage of the 
retrieved passages

• Evidence selection (Augmentation stage): whether LLMs effectively 
incorporated relevant passages into their responses

• Response generation (Generation stage): the factuality and completeness 
of final LLM outputs



Evidence retrieval (Retrieval stage)



Evidence selection (Augmentation stage)



Response generation (Generation stage)



Evidence retrieval (Retrieval stage)

• On average, only 21.7% of the top-16 retrieved passages are relevant



Evidence retrieval (Retrieval stage)

• 31% of queries had NO relevant passages among the top-16 retrieved 
passages



Evidence retrieval (Retrieval stage)

• Only ~33% of must-have statements (manually verified clinically important 
and should be included the gold standard answer) were supported by the 
top-16 retrieved passages



Evidence selection (Augmentation stage)

• GPT-4o frequently selected retrieved passages and incorporated as 
references in the final response (~90%)

• The selected retrieved passages are not relevant: precision of 0.412 and a 
recall of 0.486



Evidence selection (Augmentation stage)

• Llama-3.1 8B selected fewer retrieved passages and incorporated as 
references in the final response (~60%)

• The selected retrieved passages are not relevant with a significant lower 
recall of 0.275



Evidence selection (Augmentation stage)

• Llama-3.1 8B had much more self-generated references (37.8% vs. 10.2%)

• ~77% of the self-generated references of Llama-3.1 8B did not exist

• ~13% of the self-generated references of GPT-4o did not exist



Response generation (Generation stage)

• Both factual accuracy and completeness dropped with RAG



Response generation (Generation stage)

• When the retrieved passages are relevant AND LLMs selected relevant 
passages, LLM-RAG is effective



Solutions without retraining

• Query reformulation: LLMs generate initial responses first, instead of retrieval

• The initial responses are then used for retrieval



Solutions without retraining

• Evidence filtering: removing irrelevant passages before feeding to LLMs



Consistent improvements over five independent datasets



More relevant studies

• Xiong, G., Jin, Q., Lu, Z. and Zhang, A., 2024, August. Benchmarking retrieval-augmented 
generation for medicine. In Findings of the Association for Computational Linguistics ACL 
2024 (pp. 6233-6251).

• Jin, Q., Wang, Z., Yang, Y., Zhu, Q., Wright, D., Huang, T., Khandekar, N., Wan, N., Ai, X., 
Wilbur, W.J. and He, Z., 2025. Agentmd: Empowering language agents for risk prediction 
with large-scale clinical tool learning. Nature Communications, 16(1), p.9377.

• Bi, M., Bao, Z., Xie, D., Xie, X., Yang, C., Wang, T., Wang, Y. and Peng, J., 2025. BioRAGent: 
natural language biomedical querying with retrieval-augmented multiagent systems. 
Briefings in Bioinformatics, 26(5), p.bbaf539.

• Ng, K.K.Y., Matsuba, I. and Zhang, P.C., 2025. RAG in health care: a novel framework for 
improving communication and decision-making by addressing LLM limitations. Nejm 
Ai, 2(1), p.AIra2400380.



Questions?





Hypothesis Generation 
and Experimentation



Why do we want AI-Assisted Hypothesis Generation?

• “Sleeping beauties” in science: scientific discoveries that stay unnoticed 
for years before gaining sudden attention

• A study of 25 million papers (100 years) shows they occur across all 
fields.

Top 20 disciplines producing Sleeping Beauties in science

Clauset, A., Larremore, D. B., & Sinatra, R. (2017). Data-driven predictions in the science of science. Science, 355(6324), 477-480.
Ke, Q., Ferrara, E., Radicchi, F., & Flammini, A. (2015). Defining and identifying sleeping beauties in science. Proceedings of the National Academy of Sciences, 112(24), 7426-7431.
Foster, J. G., Rzhetsky, A., & Evans, J. A. (2015). Tradition and innovation in scientists’ research strategies. American sociological review, 80(5) , 875-908.

Physics



Why do we want AI-Assisted Hypothesis Generation?

• Most papers build on existing knowledge to formulate new innovations
o Foster et al. (2015) shows that more than 60% of 6.4 million papers in biomedicine and 

chemistry published between 1934 and 2008 report findings that build on existing 
knowledge and provide additional innovations and improvements

Clauset, A., Larremore, D. B., & Sinatra, R. (2017). Data-driven predictions in the science of science. Science, 355(6324), 477-480.
Ke, Q., Ferrara, E., Radicchi, F., & Flammini, A. (2015). Defining and identifying sleeping beauties in science. Proceedings of the National Academy of Sciences, 112(24), 7426-7431.
Foster, J. G., Rzhetsky, A., & Evans, J. A. (2015). Tradition and innovation in scientists’ research strategies. American sociological review, 80(5) , 875-908.



Why do we want AI-Assisted Hypothesis Generation?

• AI-based tools can reduce the timeline 
of drug discovery and development, 
which typically takes 10–15 years, to 
approximately 7–9 years

Jarallah, S. J., Almughem, F. A., Alhumaid, N. K., Fayez, N. A., Alradwan, I., Alsulami, K. A., ... & Alshehri, A. A. (2025). Artificial intelligence revolution in drug discovery: A paradigm shift in pharmaceutical innovation. International Journal of Pharmaceutics, 125789.
Dhudum, R., Ganeshpurkar, A., & Pawar, A. (2024). Revolutionizing drug discovery: a comprehensive review of AI applications. Drugs and Drug Candidates, 3(1), 148-171.



Digesting Scientific Literature is a problem for 
hypothesis generation!

• For example, consider manual drug 
repurposing:

• Current clinical trials for drug repurposing mainly 
rely on symptoms 

• There's too many drug candidates

• There's too much information about effects

• It's too costly to test all drugs and difficult to 
quantify success

Acharya, Y., & Sayed, A. (2020). Chloroquine and hydroxychloroquine as a repurposed agent against COVID-19: a narrative review. Ther Adv Infect 7: 2049936120947517.
Wang, Q., Li, M., Wang, X., Parulian, N., Han, G., Ma, J., ... & Onyshkevych, B. (2020). COVID-19 literature knowledge graph construction and drug repurposing report generation. NAACL 2021 Best Demo



Digesting Scientific Literature is a problem for 
hypothesis generation!

• What hypotheses do doctors need?
• A reliable ranked list of drugs with detailed knowledge-

level evidence (chemicals/genes)

• Insights into underlying molecular cellular 
mechanisms

• How pre-existing conditions may affect the mortality 
and severity of a disease

Acharya, Y., & Sayed, A. (2020). Chloroquine and hydroxychloroquine as a repurposed agent against COVID-19: a narrative review. Ther Adv Infect 7: 2049936120947517.
Wang, Q., Li, M., Wang, X., Parulian, N., Han, G., Ma, J., ... & Onyshkevych, B. (2020). COVID-19 literature knowledge graph construction and drug repurposing report generation. NAACL 2021 Best Demo



Types of AI-Assisted Hypothesis Generation

Information 
Extraction

Scientific Articles

External Canonical KB

Non- Canonical KB

Joint KB

Link Prediction

Generative Idea Discovery

Human-AI Co-Discovery
AI-Assisted Hypothesis 

Generation

Swanson, D. R. (1986). Undiscovered public knowledge. The Library Quarterly, 56(2), 103-118.



• Link prediction hypothesizes a connection between two concepts, A and C, 
if they both frequently co-occur with an intermediate concept B across 
various papers

Can we predict connections between related concepts?

Swanson, D. R. (1986). Undiscovered public knowledge. The Library Quarterly, 56(2), 103-118.

Information 
Extraction

Scientific Articles

External Canonical KB

Non- Canonical KB

Joint KB

Link Prediction

Generative Idea Discovery

Human-AI Co-Discovery
AI-Assisted Hypothesis 

Generation



Examples of Biomedical Link Prediction

Task Method Sources Pros Cons

Covid-19 Drug 
Repurposing  
(Allot et al., 2019)

▪Filter a subset of 
semantic triples based on 
PubMedBERT and rule-
based methods
▪TransE

▪Noisy extracted KG

▪Focus on a small subset 
of KGs which are 
relevant to drug 
repurposing

▪Use time slicing for 
testing

▪Fails to consider contextual 
sentences from the paper

▪External knowledge bases 
(e.g., protein-protein 
interactions, drug-target 
interactions) are ignored

Sorafenib and 
Parkinson’s 
disease Drug 
Repurposing  
(Xiao et al., 2024)

▪Fuse embedding 
between knowledge 
graph and textual 
description
▪Graph neural networks 
and biomedical LLMs

▪External general 
and domain-specific 
KG

▪Multi-modal information 
fusion between graph-
structure, textual, and 
domain knowledge

▪Use hyperbolic 
embeddings to represent 
domain ontology 
(medical hierarchy) 
knowledge

▪Dependence on quality of 
textual embeddings and 
domain ontologies

▪Potentially overfitting (0.998 
for Hits@10)

Zhang, R., Hristovski, D., Schutte, D., Kastrin, A., Fiszman, M., & Kilicoglu, H. (2021). Drug repurposing for COVID-19 via knowledge graph completion. Journal of biomedical informatics, 115, 103696.
Xiao, Y., Zhang, S., Zhou, H., Li, M., Yang, H., & Zhang, R. (2024). FuseLinker: Leveraging LLM’s pre-trained text embeddings and domain knowledge to enhance GNN-based link prediction on biomedical knowledge graphs. Journal of Biomedical Informatics, 158, 104730.



• Simplifying the “language of scientific ideas” to the form of link prediction 
task limits the expressivity of the hypotheses and does not capture 
contexts that scientists consider (e.g., target application settings, 
requirements and constraints, motivations and challenges)

Can we generate new ideas instead?

Qingyun Wang, Doug Downey, Heng Ji, Tom Hope. SciMON: Scientific Inspiration Machines Optimized for Novelty. in submission to ACL 2024.

Information 
Extraction

Scientific Articles

External Canonical KB

Non- Canonical KB

Joint KB

Link Prediction

Generative Idea Discovery

Human-AI Co-Discovery
AI-Assisted Hypothesis 

Generation



Goal Driven Discovery of Distributional Differences
• Input:

• A “problem” comprising a description of a user-specified exploration goal (“…understand 
the side effects of drug A”)

• Data instances from a corpus pair

• Output
• A “discovery” represented as a natural language predicate (“mentions feelings of paranoia”)

Zhong, R., Zhang, P., Li, S., Ahn, J., Klein, D., & Steinhardt, J. (2024). Goal driven discovery of distributional differences via language descriptions. Advances in Neural Information Processing Systems, 36.



Goal Driven Discovery of Distributional Differences
•  Method

• Hypothesis Proposer: Prompt GPT3 to generate hypotheses given a few random 
samples from corpus pairs, the exploration goal, and an instruction to output a list of 
hypotheses

• Hypothesis Validator: Finetune Flan-T5 based on human annotations to judge 
whether a data instance satisfies the generated hypotheses

Zhong, R., Zhang, P., Li, S., Ahn, J., Klein, D., & Steinhardt, J. (2024). Goal driven discovery of distributional differences via language descriptions. Advances in Neural Information Processing Systems, 36.



Goal Driven Discovery of Distributional Differences
• Evaluation Metrics

• Validity: Require an output hypothesis about the data corpus to be true

• Relevance: The output discovery is relevant, indirectly relevant, or irrelevant to the goal

• Key Results
• LLMs can propose more relevant hypothesis based on the user-provided goals

• LLMs can discover and explain unknown patterns on a wide range of applications

• Points for improvement
• The paper could be enhanced by 

generating code to analyze data 
instances across two corpora, 
which would provide more 
insightful results

Zhong, R., Zhang, P., Li, S., Ahn, J., Klein, D., & Steinhardt, J. (2024). Goal driven discovery of distributional differences via language descriptions. Advances in Neural Information Processing Systems, 36.



• Input
• Current problems, motivations, 

experimental settings and constraints

• A seed term that should be a focus 
point of the generated idea

• Output
• A generated novel hypothesis as a 

natural language sentence

Qingyun Wang, Doug Downey, Heng Ji, Tom Hope. SciMON: Scientific Inspiration Machines Optimized for Novelty. ACL 2024.

Scientific Inspiration Machines Optimized for Novelty



Scientific Inspiration Machines Optimized for Novelty
• Retrieves structured “inspirations” from past scientific papers

• Explicitly optimizes for novelty by iteratively comparing to prior papers 
and updating idea suggestions until sufficient novelty is achieved

Qingyun Wang, Doug Downey, Heng Ji, Tom Hope. SciMON: Scientific Inspiration Machines Optimized for Novelty. ACL 2024.



Scientific Inspiration Machines Optimized for Novelty
• Key Results

• GPT-4 tends to generate ideas with overall low technical depth and novelty,

• SCIMON partially mitigates this issue by retrieving inspirations from papers and 
iteratively boosting the novelty of generated ideas

Qingyun Wang, Doug Downey, Heng Ji, Tom Hope. SciMON: Scientific Inspiration Machines Optimized for Novelty. ACL 2024.

Qingyun Wang, Doug Downey, Heng Ji, Tom Hope. SciMON: Scientific Inspiration Machines Optimized for Novelty. ACL 2024.

Feasibility

Input seed term: speech unit boundaries ; context (abridged): ... generate partial sentence translation given a 

streaming speech input. existing approaches ... break the acoustic units in speech, as boundaries between 
acoustic units in speech are not even...

Initial Idea A pause prediction model to identify speech unit boundaries ...

Iteration 1 A method that leverages acoustic and linguistic features to predict speech unit boundaries dynamically, 

ensuring smooth transitions ... differs from the existing research as it combines both acoustic properties and 
linguistic context ... adapting to variations in speaker characteristics, speaking styles, and languages. 

Iteration 2 A novel method called Adaptive Speech Unit Boundary Detection (ASUBD) ... a combination of attention 

mechanisms to focus on relevant acoustic and linguistic features and reinforcement learning to guide the 
system to make optimal predictions of unit boundaries based on previous decisions...

Ground Truth ... an efficient monotonic segmentation module ... accumulate acoustic information incrementally and detect 

proper speech unit boundaries.



Biomedical Hypothesis Generation

• A multi-agent LLM system utilizing tools to simulate the 
collaborative nature of scientific research

• Key Results
• LLMs can propose new hypotheses that did not appear in the 

training data but can be confirmed by the test literature

• Few-shot examples enhance verifiability but reduce novelty

• Introducing uncertainty into processes and operations enhances 
zero-shot generalization

• Tool use has minimal impact on improving the hypothesis 
generation ability of LLMs

• Multi-agent collaboration can significantly enhance model’s ability 

• Points for improvement
• The results are not evaluated from a biomedical perspective 

• The paper only tests general domain tool sets

Qi, B., Zhang, K., Li, H., Tian, K., Zeng, S., Chen, Z. R., & Zhou, B. (2023: Large Language Models as Biomedical Hypothesis Generators: A Comprehensive Evaluation.. COLM 2024.



Reinforcement Learning of Generative Chemical Agents for 
Drug Discovery

Bou, A., Thomas, M., Dittert, S., Navarro, C., Majewski, M., Wang, Y., ... & De Fabritiis, G. (2024). ACEGEN: Reinforcement learning of generative chemical agents for drug discovery. Journal of Chemical Information and Modeling, 64(15), 5900-5911.

• Use existing reinforcement learning library TorchRL as building blocks to assemble 
efficient and reliable drug discovery agents

• Support multiple RL algorithms (e.g., REINFORCE, A2C, PPO) and various generative tasks 
(de novo generation, scaffold decoration, fragment linking) for molecule design

• Integrate MolScore for drug design relevant scoring to optimize drug-relevant molecular 
properties during training

Pros:
▪ Reduce training time to 50% compared to MolOpt baseline 

while improving generation accuracy
▪ Modular implementation and open-source code help readers 

reproduce results
Points for Improvement: 
▪ Chemical LMs in this paper are limited to 1D SMILE 

representations



Takeaways

• Notable points
• Large language models (e.g., GPT4) can generate interesting hypothesis across a 

variety of domains when provided with sufficient background knowledge

• Providing LLMs with previously seen ideas can further boost the novelty of generated 
hypotheses

• Ongoing directions
• Move beyond knowledge-augmented generation by integrating tool learning to 

automatically retrieve relevant background knowledge in an end-to-end way



• Human-machine collaborative discovery can help overcome the limitations 
of AI-driven hypothesis generation by integrating expert experience and 
allowing for iterative refinement

Can AI assist human hypothesis discovery?

Information 
Extraction

Scientific Articles

External Canonical KB

Non- Canonical KB

Joint KB

Link Prediction

Generative Idea Discovery

Human-AI Co-Discovery
AI-Assisted Hypothesis 

Generation



COVID19 Drug Repurposing Report Generation 
• Multimedia knowledge extraction from 25,534 

COVID-19 papers to construct knowledge graphs

• Provide biologists with typical questions in drug 
repurposing based on their suggested drugs

Wang, Q., Li, M., Wang, X., Parulian, N., Han, G., Ma, J., ... & Onyshkevych, B. (2020). COVID-19 literature knowledge graph construction and drug repurposing report generation. NAACL 2021 Best Demo



Conversational Drug Editing with Retrieval

Liu, S., Wang, J., Yang, Y., Wang, C., Liu, L., Guo, H., & Xiao, C. (2024) Conversational Drug Editing Using Retrieval and Domain Feedback. ICLR 2024.

• Prompt Design for Domain Specific (PDDS): Generate drug editing prompts

• Retrieval and domain feedback (ReDF): Update the prompts using retrieved information 
and domain feedback

• Key Results
• By injecting retrieved domain knowledge, LLMs can perform drug editing, identify the key 

substructures, and offer insightful explanations Pros:
▪ Incorporate both 

domain knowledge 
and expert feedback 
in the iteration to 
improve performance 
and provide 
interpretability

Points for Improvement: 
▪ LLMs backbones are 

not dedicated to 
molecular 
optimization



Conversational Drug Editing with Drugassist

Ye, G., Cai, X., Lai, H., Wang, X., Huang, J., Wang, L., ... & Zeng, X. (2025). Drugassist: A large language model for molecule optimization. Briefings in Bioinformatics, 26(1), bbae693.

• Can we discover new hypothesis (drug molecules) in a dialogue-based 
fashion?

▪ Instruction-tune a Llama2-based 
model to be able to optimize 
molecules

▪ Releases a large molecular 
optimization instruction tuning 
database

▪ Capable of both single-property and 
multi-property optimization

Points for Improvement: 

▪ External knowledge is not used 
during the conversation



Future Directions of Scientific Hypothesis Discovery

• While most existing hypothesis generation frameworks still rely on text-
only knowledge, expanding the system to use multimodality will further 
improve the model performance

• Tool usage is still under exploratory stage for scientific hypothesis 
discovery 



Ethical Consideration

• We have a responsibility to ensure that the use of prediction tools does 
not inhibit future discovery, marginalize underrepresented groups, exclude 
novel ideas, or discourage interdisciplinary work and the development of 
new fields

• Current LLMs lack the basic capacities for intersubjectivity, semantics and 
ontology that are preconditions for the kind of collaborative world-making 
that allows scientists to theorize, understand, innovate and discover

• LLMs have been known to generate non-existent and false content. 
Therefore, the output should be very carefully fact-checked

Clauset, A., Larremore, D. B., & Sinatra, R. (2017). Data-driven predictions in the science of science. Science, 355(6324), 477-480.
Birhane, A., Kasirzadeh, A., Leslie, D., & Wachter, S. (2023). Science in the age of large language models. Nature Reviews Physics, 5(5), 277-280.



Experimental Planning: Going from ideas to results with AI 
Agents

• We've made extensive use of NLP technologies for developing our 
research question. Can we now test it automatically?

• Models can write code now using external APIs. Can we let them plan and execute 
experiments instead?

• Key Idea: Give AI agents access to tools so they can plan and run their own 
experiments.



AI Agents – A recent research trend
• LLMs are being used to power AI agents to perform tasks such as writing code and solving 

reasoning problems

• “An agent is anything that can be viewed as perceiving its environment through sensors and acting 
upon that environment through actuators.” –Russell & Norvig, AI: A Modern Approach (2020)

Xi et al. (2023). The Rise and Potential of Large Language Model Based Agents: A Survey. arXiv 2023.
Russell, S., Norvig, P., & Intelligence, A. (1995). A modern approach. Artificial Intelligence. Prentice-Hall, Egnlewood Cliffs, 25(27), 79-80.



Key Concepts for Language Agents

• Action space (beyond environment actions)
• Reasoning: update short-term memory (context window)

• Retrieval/Learning: read/write long-term memory (model weights, vector store, self-
notes, event flows, etc.)

• Planning: (inference-time) algorithm to choose an action from the action 
space

Su, Y., Yang, D., Yao, S., & Yu, T. (2024, November). Language agents: Foundations, prospects, and risks. In Proceedings of the 2024 Conference on Empirical Methods in Natural Language Processing: Tutorial Abstracts (pp. 17-24).



ReAct: Synergizing Reasoning and Acting in Language Models

• Why is reasoning helpful for agents?

Yao, S., Zhao, J., Yu, D., Du, N., Shafran, I., Narasimhan, K. R., & Cao, Y. (2022, October). React: Synergizing reasoning and acting in language models. In The eleventh international conference on learning representations.
Su, Y., Yang, D., Yao, S., & Yu, T. (2024, November). Language agents: Foundations, prospects, and risks. In Proceedings of the 2024 Conference on Empirical Methods in Natural Language Processing: Tutorial Abstracts (pp. 17-24).

You see a cabinet and a table…

You are cooking a dish and seeing salt is out…Obs t

Turn rightAct t

Obs t+1

Open cabinetAct t+1

Obs

Act



ReAct: Synergizing Reasoning and Acting in Language Models

• Why is reasoning helpful for agents?

Yao, S., Zhao, J., Yu, D., Du, N., Shafran, I., Narasimhan, K. R., & Cao, Y. (2022, October). React: Synergizing reasoning and acting in language models. In The eleventh international conference on learning representations.
Su, Y., Yang, D., Yao, S., & Yu, T. (2024, November). Language agents: Foundations, prospects, and risks. In Proceedings of the 2024 Conference on Empirical Methods in Natural Language Processing: Tutorial Abstracts (pp. 17-24).

You see a cabinet and a table…

You are cooking a dish and seeing salt is out…Obs t

Turn rightAct t

Obs t+1

Open cabinetAct t+1

Obs

Act

“The dish should be savory, and since salt 
is out, I should find the soy sauce instead. 
It is in the cabinet to my right…”

Reasoning

Reason to act

1. Generalization

2. Alignment



ReAct: Synergizing Reasoning and Acting in Language Models

• Conversely, acting also helpful for reasoning

Yao, S., Zhao, J., Yu, D., Du, N., Shafran, I., Narasimhan, K. R., & Cao, Y. (2022, October). React: Synergizing reasoning and acting in language models. In The eleventh international conference on learning representations.
Su, Y., Yang, D., Yao, S., & Yu, T. (2024, November). Language agents: Foundations, prospects, and risks. In Proceedings of the 2024 Conference on Empirical Methods in Natural Language Processing: Tutorial Abstracts (pp. 17-24).

Can you introduce Alphafold 3 to me?

Act to reason

1. Obtain knowledge

2. Update knowledge



ReAct: Synergizing Reasoning and Acting in Language Models

Yao, S., Zhao, J., Yu, D., Du, N., Shafran, I., Narasimhan, K. R., & Cao, Y. (2022, October). React: Synergizing reasoning and acting in language models. In The eleventh international conference on learning representations.
Su, Y., Yang, D., Yao, S., & Yu, T. (2024, November). Language agents: Foundations, prospects, and risks. In Proceedings of the 2024 Conference on Empirical Methods in Natural Language Processing: Tutorial Abstracts (pp. 17-24).

Question: Aside from the Apple Remote, what other device can control the program Apple Remote 
was originally designed to interact with?

Answer: iPod

Thought: 

Let's think step by step. Apple Remote was originally designed to interact with Apple TV. Apple TV 
can be controlled by iPhone, iPad, and iPod Touch. 

So the answer is iPhone, iPad, and iPod Touch.

Answer: iPhone, iPad, iPod Touch

Standard

Reason  
Only (CoT)



Act 1: Search[Apple Remote]

Obs 1: The Apple Remote is a remote control introduced in October 2005 by Apple … originally 
designed to control the Front Row media center program …

Act 2: Search[Front Row]

Obs 2: Could not find [Front Row]. Similar: ['Front Row Seat to Earth', 'Front  Row Motorsports','Front 
Row (software)', …]

Act 3: Search[Front Row (software)]

Obs 3: Front Row is a discontinued media center software …

Act 4: Finish[yes]

ReAct: Synergizing Reasoning and Acting in Language Models

Yao, S., Zhao, J., Yu, D., Du, N., Shafran, I., Narasimhan, K. R., & Cao, Y. (2022, October). React: Synergizing reasoning and acting in language models. In The eleventh international conference on learning representations.
Su, Y., Yang, D., Yao, S., & Yu, T. (2024, November). Language agents: Foundations, prospects, and risks. In Proceedings of the 2024 Conference on Empirical Methods in Natural Language Processing: Tutorial Abstracts (pp. 17-24).

Question: Aside from the Apple Remote, what other device can control the program Apple Remote 
was originally designed to interact with?

Act Only



ReAct: Synergizing Reasoning and Acting in Language Models

Yao, S., Zhao, J., Yu, D., Du, N., Shafran, I., Narasimhan, K. R., & Cao, Y. (2022, October). React: Synergizing reasoning and acting in language models. In The eleventh international conference on learning representations.
Su, Y., Yang, D., Yao, S., & Yu, T. (2024, November). Language agents: Foundations, prospects, and risks. In Proceedings of the 2024 Conference on Empirical Methods in Natural Language Processing: Tutorial Abstracts (pp. 17-24).

Question: Aside from the Apple Remote, what other device can control the program Apple Remote was originally 
designed to interact with?

ReAct   
(Reason  + 
Act)

✓

Thought 1: I need to search Apple Remote and find the program it was originally designed to  interact with.

Act 1: Search[Apple Remote]

Obs 1: The Apple Remote is a remote control introduced in October 2005 by Apple … originally designed to control the Front Row 
media center program ……(long text omitted)

Thought 2: Apple Remote was originally designed to control the Front Row media center program. I  need to search Front Row next 
and find what other device can control it.

Act 2: Search[Front Row]

Obs 2: Could not find [Front Row]. Similar: ['Front Row Seat to Earth', 'Front Row Motorsports','Front Row (software)', …]

Thought 3: Front Row is not found. I need to search Front Row (software) .

Act 3: Search[Front Row (software)]

Obs 3: Front Row is a discontinued media center software (…long text omitted)

Thought 4: Front Row (software) is controlled by an Apple Remote or the keyboard function keys. So the answer is keyboard 
function keys.

Act 4: Finish[keyboard function keys]



Executable Code Actions Elicit Better LLM Agents

Wang, X., Chen, Y., Yuan, L., Zhang, Y., Li, Y., Peng, H., & Ji, H. (2024, July). Executable code actions elicit better llm agents. In Forty-first International Conference on Machine Learning.

• Executable Python code as LLM agents’ actions 



Memory

• The need for memory
• Context window cannot possibly hold all the event streams

• Even if possible, might be hard to attend to relevant events, or digest over them

• Store experience, knowledge, or even skills

• Language agents interact with external environments and internal  
memories (information-storing devices)

• Interact with short-term memory (context window): reasoning

• Interact with long-term memory (LLM weights, event logs, codebase, prompt library, 
etc.): retrieving and learning

Su, Y., Yang, D., Yao, S., & Yu, T. (2024, November). Language agents: Foundations, prospects, and risks. In Proceedings of the 2024 Conference on Empirical Methods in Natural Language Processing: Tutorial Abstracts (pp. 17-24).



Planning

• Given a goal G, decides on a sequence of actions (𝑎0, 𝑎1, … , 𝑎𝑛) that will 
lead to a state that passes the goal test g(⋅)

• General trends in planning settings for language agents
• Increasing expressiveness in goal specification, e.g., in natural language as opposed 

to formal language

• Substantially expanded or open-ended action space

• Increasing difficulty in automated goal test

Su, Y., Yang, D., Yao, S., & Yu, T. (2024, November). Language agents: Foundations, prospects, and risks. In Proceedings of the 2024 Conference on Empirical Methods in Natural Language Processing: Tutorial Abstracts (pp. 17-24).



Conversational Protein Engineering Agent
• A conversational agent that help biologists without machine learning expertise conduct 

automatic machine learning (AutoML) for protein engineering tasks 

Liu, Y., Chen, Z., Wang, Y., & Shen, Y. (2025, January). Autoproteinengine: A large language model driven agent framework for multimodal automl in protein engineering. COLING 2024: Industry Track (pp. 422-430).

Pros:
▪ Integrate AutoML with multimodal 

protein engineering task to address both 
protein sequence and protein graph

▪ Allow user to perform AutoML tasks 
through conversational interface, 
covering data processing, model 
selection, model training, 
hyperparameter optimization, and 
model prediction

Points for Improvement: 
▪ The entire framework relies a predefined 

model zoo and task types
▪ Rely on closed source GPT4 for the 

framework backbone



Automating AI-aided Drug Discovery Programming 
• A multi-agent framework to enhance ML programming and solve drug discovery tasks

• The combination of the LLMs Instructor, Coder, and Planner agents enables the 
system to systematically generate, explore, and refine ideas in drug discovery.

Liu, S., Lu, Y., Chen, S., Hu, X., Zhao, J., Lu, Y., & Zhao, Y. (2024). Drugagent: Automating ai-aided drug discovery programming through llm multi-agent collaboration. arXiv preprint arXiv:2411.15692.

Pros:
▪ First multi-agent framework that 

integrates multiple modules to address 
domain-specific knowledge gaps.

▪ The instructor agent leverages the 
Therapeutics Data Commons (TDC) 
library, molecule processing methods, 
protein encoding techniques, and 
domain-specific models to provide 
specialized domain knowledge

Points for Improvement: 
▪ The instructor agent relies on classic 

BERT-based models as code base 
▪ Rely on closed source GPT4 for the 

framework backbone



TxGemma: Efficient and Agentic LLMs for Therapeutics

Wang, E., Schmidgall, S., Jaeger, P. F., Zhang, F., Pilgrim, R., Matias, Y., ... & Azizi, S. (2025). Txgemma: Efficient and agentic llms for therapeutics. arXiv preprint arXiv:2504.06196.
Yao, S., Zhao, J., Yu, D., Du, N., Shafran, I., Narasimhan, K. R., & Cao, Y. (2022, October). React: Synergizing reasoning and acting in language models. In The eleventh international conference on learning representations.

• TxGemma variants are trained on the Therapeutic Data Commons (TDC) based on 
Gemma-2

• Agentic-Tx utilizes the ReAct framework with 18 tools across four categories, including 
TxGemma-based tools, general Tools (e.g., HTML Fetch), molecule tool, gene/protein 
tools (e.g., BlastP)



Biomni: a general-purpose biomedical AI agent 

Huang, K., Zhang, S., Wang, H., Qu, Y., Lu, Y., Roohani, Y., ... & Leskovec, J. (2025). Biomni: A general-purpose biomedical ai agent. biorxiv.

• Use LLM to explore actions based on 
2,500 bioRxiv papers across 25 
biomedical subfields published in 2024

• By collaborating with human scientists, 
obtain 105 biomedical software tools, 
150 specialized biological tools, and 
59 comprehensive biomedical 
databases



Biomni: a general-purpose biomedical AI agent 

Huang, K., Zhang, S., Wang, H., Qu, Y., Lu, Y., Roohani, Y., ... & Leskovec, J. (2025). Biomni: A general-purpose biomedical ai agent. biorxiv.
Wang, X., Chen, Y., Yuan, L., Zhang, Y., Li, Y., Peng, H., & Ji, H. (2024, July). Executable code actions elicit better llm agents. In Forty-first International Conference on Machine Learning.

• General biomedical AI agent based on CodeAct 
framework, powered by Claude 3.7

• Release Wetlab benchmark containing 20 open-
ended cloning questions

• Scientist followed Biomni’s protocol exactly to 
perform the wet-lab experiment on practical cloning 
task and achieved perfect results



The Virtual Lab of AI agents designs new SARS-CoV-2 
nanobodies

Swanson, K., Wu, W., Bulaong, N. L., Pak, J. E., & Zou, J. (2025). The Virtual Lab of AI agents designs new SARS-CoV-2 nanobodies. Nature, 1-3.

• An LLM Principal Investigator agent guiding a team of LLM scientist agents through a 
series of research meetings, with a human researcher providing high-level feedback

• Incorporate ESM, AlphaFold-Multimer, and the computational biology software Rosetta



LLMs as Scientific Agents for Laboratory Automation
• Coscientist leverages GPT-4 with tools to autonomously design, plan, and performs 

complex experiments.
o Tools include internet and documentation search, code execution, and experimental automation

Boiko, D. A., MacKnight, R., Kline, B., & Gomes, G. (2023). Autonomous chemical research with large language models. Nature, 624(7992), 570-578.



Generating an experimental protocol

• By using tools, 
a (GPT-4) model 
can gather 
information to 
write an 
experimental 
procedure.

Boiko, D. A., MacKnight, R., Kline, B., & Gomes, G. (2023). Autonomous chemical research with large language models. Nature, 624(7992), 570-578.



Interacting with real laboratory equipment
• The agent can write python code to execute laboratory experiments on an 

automated system

Boiko, D. A., MacKnight, R., Kline, B., & Gomes, G. (2023). Autonomous chemical research with large language models. Nature, 624(7992), 570-578.



LLMs as Scientific Agents for Chemical Reasoning

• Chemcrow also utilizes tools 
for chemical reasoning

o This covers organic synthesis, 
drug discovery, and materials 
design

• Key idea: Use an iterative, 
action-based pipeline of tools

How is this an agent?
• Perception: Observe/Use Tool
• Action: Select a tool
• Brain: In-context memory and 

search tools

M. Bran, A., Cox, S., Schilter, O., Baldassari, C., White, A. D., & Schwaller, P. (2024). Augmenting large language models with chemistry tools. Nature Machine Intelligence, 6(5), 525-535.



Interacting with real laboratory equipment
• The agent can connect with IBM Research RoboRXN synthesis platform

M. Bran, A., Cox, S., Schilter, O., Baldassari, C., White, A. D., & Schwaller, P. (2024). Augmenting large language models with chemistry tools. Nature Machine Intelligence, 6(5), 525-535.



Interactions between these systems and humans

M. Bran, A., Cox, S., Schilter, O., Baldassari, C., White, A. D., & Schwaller, P. (2024). Augmenting large language models with chemistry tools. Nature Machine Intelligence, 6(5), 525-535.

• Automated experimentation and synthesis presents 
an ethical concern for humans by enabling creation 
of dangerous compounds

• Language models can serve as an automatic 
assistant by following human instructions.



Takeaways

• Notable points
• AI agents can perform automated chemical synthesis and biological analysis especially 

when using closed-source large language models (e.g., GPT-4), significantly reducing 
the time required for these tasks

• However, their capabilities are constrained by the underlying code base and still require 
human oversight to ensure safety and reliability



Drafting Medical 
Manuscripts and Reports



Why do we need AI to assist paper writing?

• As Steven Pinker points in his article, many scientists are, in fact, bad 
writers:

• “I know many scholars who have nothing to hide and no need to impress. They do 
groundbreaking work on important subjects, reason well about clear ideas, and are 
honest, down-to-earth people. Still, their writing stinks.”

• One senior editor of Nature bluntly stated “most papers are badly written”

Pinker, S. (2014). Why academics stink at writing. The chronicle of higher education, 61(5), 2-9.
Sage L (2003) Writing a clear and engaging paper for all astronomers. In Astronomy Communication (eds Heck A, Madsen C), pp 221–226. Dordrecht, the Netherlands: Kluwer



Why do we need AI to assist paper writing?
• Generative AI tools have the potential to accelerate the 

research process by carrying out straightforward but 
time-consuming tasks — such as writing summaries 
and polish articles

• Generative AI tools have already been used to polish 
academic writing

• Up to 17.5% of computer science papers on the arXiv 
have LLMs usage

• Title/Abstract generation can also provide research 
inspirations for scientists

Pinker, S. (2014). Why academics stink at writing. The chronicle of higher education, 61(5), 2-9.
https://www.nature.com/articles/d41586-023-00340-6
https://www.nature.com/articles/d41586-024-01042-3 
. Liang, W., Zhang, Y., Wu, Z., Lepp, H., Ji, W., Zhao, X., ... & Zou, J. Y. (2024). Mapping the increasing use of llms in scientific papers. arXiv preprint arXiv:2404.01268.

https://www.nature.com/articles/d41586-023-00340-6
https://www.nature.com/articles/d41586-023-00340-6
https://www.nature.com/articles/d41586-023-00340-6
https://www.nature.com/articles/d41586-023-00340-6
https://www.nature.com/articles/d41586-023-00340-6
https://www.nature.com/articles/d41586-023-00340-6
https://www.nature.com/articles/d41586-023-00340-6
https://www.nature.com/articles/d41586-024-01042-3
https://www.nature.com/articles/d41586-024-01042-3
https://www.nature.com/articles/d41586-024-01042-3
https://www.nature.com/articles/d41586-024-01042-3
https://www.nature.com/articles/d41586-024-01042-3
https://www.nature.com/articles/d41586-024-01042-3
https://www.nature.com/articles/d41586-024-01042-3
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Paper Abstract Generation
• Generating paper abstracts based on titles and knowledge graphs

• Use graph attention layer for graph transformer

Koncel-Kedziorski, R., Bekal, D., Luan, Y., Lapata, M., & Hajishirzi, H. (2019). Text generation from knowledge graphs with graph transformers. NAACL 2019.

What if knowledge graphs are not given?

Pros:
▪ Construct an AGENDA dataset for abstract generation task
▪ Convert disconnected labeled graph to connected 

unconnected graph for graph encoding
Points for Improvement: 
▪ Lack cross attention between the input knowledge graph 

and the title during each layer of the graph transformer 
block



PaperRobot Incremental Writing
• Existing Paper Reading

• Construct KB based on existing papers with PubTator

• Create New Ideas
• Predict new links by leveraging graph features and contextual sentences

• Write a New Paper Draft about New Ideas
• Employ a memory network to capture multi-hop attention of related entities and utilize 

reference attention to capture reference text

Wang, Q., Huang, L., Jiang, Z., Knight, K., Ji, H., Bansal, M., & Luan, Y. (2019). PaperRobot: Incremental draft generation of scientific ideas. ACL 2019.

Pros:
▪ Designs a pipeline for a paper drafting system 

capable of reading literature, proposing new ideas, 
and drafting papers

▪ Use memory network to filter out irrelevant entities
Points for Improvement: 
▪ Fail to fully utilize the graph structures of the 

knowledge graph when generating drafts
▪ The link predictions and paper draft generation are 

not optimized in an end-to-end way, leading to 
error propagation



Title Snail transcription factor negatively regulates maspin tumor suppressor in human prostate cancer cells

Entities Related: nasopharyngeal carcinoma; diallyl disulfide

Output Human (Neal et al., 2012) System

Abstract Background: Maspin, a putative tumor suppressor that is down-regulated in 
breast and prostate cancer, has been associated with decreased cell motility. 
Snail transcription factor is a zinc finger protein that is increased in breast 
cancer and is associated with increased tumor motility and invasion by 
induction  of epithelial-mesenchymal transition (EMT).We investigated the 
molecular mechanisms by which Snail increases tumor motility and invasion 
utilizing prostate cancer cells. Methods: Expression levels were analyzed by RT-
PCR and western blot analyses. Cell motility and invasion assays were 
performed , while Snail regulation and binding to maspin promoter was 
analyzed by luciferase reporter and chromatin immunoprecipitation (ChIP) 
assays. Results: Snail protein expression was higher in different prostate 
cancer cells lines as compared to normal prostate epithelial cells.

Background: Snail is a multifunctional protein that plays an 
important role in the pathogenesis of prostate cancer. However, it 
has been shown to be associated with poor prognosis. The purpose 
of this study was to investigate the effect of negatively on the 
expression of maspin in human nasopharyngeal carcinoma cell 
lines. Methods: Quantitative real-time PCR and western blot analysis 
were used to determine whether the demethylating agent was 
investigated by quantitative RT-PCR (qRT-PCR) and Western 
blotting. Results showed that the binding protein plays a significant 
role in the regulation of tumor growth and progression.

Conclusion 
and Future 

work

Collectively, our results indicate for the first time that Snail can negatively 
regulate maspin through direct promoter repression resulting in increased 
migration and invasion in prostate cancer cells. This study reveals a novel 
mechanism of how Snail may function and show the importance of therapeutic 
targeting of Snail signaling in future.

In summary, our study demonstrates that Snail negatively inhibited 
the expression of Maspin in human nasopharyngeal carcinoma 
cell lines and in vitro. Our results indicate that the combination of the 
demethylating agent might be a potential therapeutic target for the 
treatment of prostate cancer.

New Title Role of maspin in cancer (Berardi et al., 2013) The role of nasopharyngeal carcinoma in the rat model of prostate 
cancer cells

PaperRobot Incremental Writing

Wang, Q., Huang, L., Jiang, Z., Knight, K., Ji, H., Bansal, M., & Luan, Y. (2019). PaperRobot: Incremental draft generation of scientific ideas. ACL 2019.
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Scientific Definition Generation
• Generating definitions of scientific and medical terms with varying complexity

• Dataset: Medical Consumer Questions (Abacha et al., 2019), Wikipedia, S2ORC

• Method

• Reranking BART generation results based on logits from a discriminator trained to distinguish 
scientific journal text from science news text (measuring complexity)

August, T., Reinecke, K., & Smith, N. A. (2022, May). Generating scientific definitions with controllable complexity. ACL 2022.
Asma Ben Abacha and Dina Demner-Fushman. 2019. A question-entailment approach to question answering. BMC Bioinformatics, pages 1–23.

Points for Improvement: 
▪ Instead of reranking, inject complexity as an additional input feature in the input
▪ Employ a generative adversarial framework to optimize the BART generator and reranking 

discriminator jointly



• Writing each part of a paper is a different task!

Task Formulation

Vaswani, A., Shazeer, N., Parmar, N., Uszkoreit, J., Jones, L., Gomez, A. N., ... & Polosukhin, I. (2017). Attention is all you need. Advances in neural information processing systems, 30.

Title
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Claim
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Knowledge-guided Citation Generation

• Input
• Background knowledge: structural information from a 

citation network

• Content: In-depth content information

• Target: Citation sentences

• Model Highlights
• Salience Estimation to identify what information needed to 

be concentrated for the generation (what to cite)

• Citation Function Classification to classify the reason for 
citation (why to cite)

Ge, Y., Dinh, L., Liu, X., Su, J., Lu, Z., Wang, A., & Diesner, J. (2021, August). BACO: A background knowledge-and content-based framework for citing sentence generation. ACL 2021

What if citation relations are not given?



Context-aware Citation Prediction

• Model
• Graph Structure Encoder with dual-role attention to capture directed graph 

structure information

• Gated Neural Fusion to integrate multi-modal representations and control 
features transfer for downstream tasks differently

• Multi-Task Decoder to perform citation link prediction and context generation 

Wang, Q., Xiong, Y., Zhang, Y., Zhang, J., & Zhu, Y. (2021). AutoCite: Multi-Modal Representation Fusion for Contextual Citation Generation. WSDM 2021

Can we combine information retrieval and citation recommendation?



Joint Scientific Literature Discovery, Summarization and Citation Generation

• A pipeline that automatically recommends relevant papers, extracts highlights, and 
suggests a reference sentence as a citation of a paper, taking into consideration the user-
provided context and keywords

• Prefetching papers from database and reranking them based on SciBERT

• Iteratively score and select sentences for summarization with MemSum

• Concatenate keywords, context and target paper’s abstract to generate citation sentences by 
T5

Gu, N., & Hahnloser, R. H. (2023). SciLit: A Platform for Joint Scientific Literature Discovery, Summarization and Citation Generation. ACL 2023 Demo.



Summary
Method Pros Cons

BACO
(Ge et al., 2021)

▪Construct a BACO dataset specifically 
for citation generation task

▪The framework identifies the cited 
sentence and the reason for citing, 
jointly with the generation of citations

▪Rely on provided citation relations to 
generate citation sentence

AutoCite(Wang et al., 
2021)

▪Propose a joint framework to predict 
citation links and generate citation 
sentences simultaneously

▪Design a graph encoder to distinguish a 
paper cites others or it is cited by others

▪Fail to generate different types of 
citation texts according to the contexts 
and positions in the target paper

SciLit (Gu et al., 2023)
▪Propose a pipeline to recommends 

relevant papers, extract highlights, and 
suggest a reference sentence

▪The citation generation ignores the 
graph structure of citation networks

Ge, Y., Dinh, L., Liu, X., Su, J., Lu, Z., Wang, A., & Diesner, J. (2021, August). BACO: A background knowledge-and content-based framework for citing sentence generation. ACL 2021
Wang, Q., Xiong, Y., Zhang, Y., Zhang, J., & Zhu, Y. (2021). AutoCite: Multi-Modal Representation Fusion for Contextual Citation Generation. WSDM 2021
Gu, N., & Hahnloser, R. H. (2023). SciLit: A Platform for Joint Scientific Literature Discovery, Summarization and Citation Generation. ACL 2023 Demo.



CiteGuard: Faithful Citation Attribution

• A retrieval-aware agent framework to provide faithful grounding for citation validation
• Can proactively query for additional claim context when the initial snippet is insufficient

• Allow searching directly within paper contents, reducing reliance on PDF availability

• Can suggest alternative citations

Choi, Y. M., Guo, X., & Wang, Q. (2025). CiteGuard: Faithful Citation Attribution for LLMs via Retrieval-Augmented Validation. arXiv preprint arXiv:2510.17853.
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Scientific Context-Aware Description Generation
• Input

• A paper object (e.g., figure, table, 
algorithm, theorem)

• Context (Paragraphs before the 
descriptions)

• Target

• Descriptions

• Dataset

Chen, H., Takamura, H., & Nakayama, H. (2021). SciXGen: a scientific paper dataset for context-aware text generation. EMNLP 2021 Findings.
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Scientific Claim Generation
• Supported Claims Generation

• ClaimBART: Generating claim directly based on Citance

• ClaimEntity

• Refuted Claims Generation

• Knowledge-based Informed Negation

Wright, D., Wadden, D., Lo, K., Kuehl, B., Cohan, A., Augenstein, I., & Wang, L. L. (2022). Generating scientific claims for zero-shot scientific fact checking. ACL 2022.

Points for Improvement: 
▪ Instead of only considering entities in the claim, explore to use relations or even a subgraph 

of the knowledge graph when generating claims



• Can we generate paper end-to-end?

Task Formulation

Title

Abstract

Definition

Related Work
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Claim

Conclusion

Vaswani, A., Shazeer, N., Parmar, N., Uszkoreit, J., Jones, L., Gomez, A. N., ... & Polosukhin, I. (2017). Attention is all you need. Advances in neural information processing systems, 30.



The AIScientist-v2: Workshop-Level Automated Scientific 
Discovery via Agentic Tree Search
• Iteratively formulate scientific hypotheses, designs and executes experiments, analyzes 

and visualizes data, and autonomously authors scientific manuscripts

• Integrate vision-language model feedback for iterative refinement

•  AI-generated manuscript can successfully pass peer review at a recognized machine 
learning workshop

Yamada, Y., Lange, R. T., Lu, C., Hu, S., Lu, C., Foerster, J., ... & Ha, D. (2025). The ai scientist-v2: Workshop-level automated scientific discovery via agentic tree search. arXiv preprint arXiv:2504.08066.



The AIScientist-v2: Workshop-Level Automated Scientific 
Discovery via Agentic Tree Search
• Integrating tree search with LLM-driven for parallel code generation

Yamada, Y., Lange, R. T., Lu, C., Hu, S., Lu, C., Foerster, J., ... & Ha, D. (2025). The ai scientist-v2: Workshop-level automated scientific discovery via agentic tree search. arXiv preprint arXiv:2504.08066.



Human-AI Collaborative Writing

• Compared to either humans or AI, 
collaborative Human-AI Writing has:

• Fewer grammatical errors

• Higher vocabulary diversity

• LLMs can increase writers’ 
productivity by providing writing 
suggestions

• Keep fraction of text written by writers 
to text written by GPT-3 relatively high 
can increase writers’ feeling of 
ownership

Lee, M., Liang, P., & Yang, Q. (2022). CoAuthor: Designing a Human-AI Collaborative Writing Dataset for Exploring Language Model Capabilities. CHI 2022. 



AI co-scientist
• Given a research goal in natural language, the co-scientist generates novel research 

hypotheses and proposals

Gottweis, J., Weng, W. H., Daryin, A., Tu, T., Palepu, A., Sirkovic, P., ... & Natarajan, V. (2025). Towards an AI co-scientist. arXiv preprint arXiv:2502.18864.



AI co-scientist
• Given a research goal in natural language, the co-scientist generates novel research 

hypotheses and proposals

Gottweis, J., Weng, W. H., Daryin, A., Tu, T., Palepu, A., Sirkovic, P., ... & Natarajan, V. (2025). Towards an AI co-scientist. arXiv preprint arXiv:2502.18864.



Conclusion and Future Directions for Paper Writing

• Interesting points
• AI-assisted paper draft writing systems are categorized under knowledge-augmented 

LLMs
• These systems extensively utilize both graph and text features for generating results.
• To reduce error propagation, ongoing developments focus on creating an end-to-end 

system, moving away from the previous pipeline-based approach

• Future directions
• Enhancing the multi-hop reasoning capabilities of these systems is also crucial
• Incorporating human feedback to iteratively improve system results presents an 

interesting future direction
• The systems use of only open published literature means it likely has limited access to 

negative experimental results or records of failed experiments



Radiology Report Generation

• Radiology reporting is time-consuming

• AI can help generate or retrieve reports to assist radiologists

• Traditional Approach:
• CNN + RNN/Transformer

Kim, Y., Park, C., Jeong, H., Chan, Y. S., Xu, X., McDuff, D., ... & Park, H. W. (2024). Mdagents: An adaptive collaboration of llms for medical decision-making. Advances in Neural Information Processing Systems, 37, 79410-79452.



Enhanced Contrastive Learning with Multi-view Longitudinal Data (MLRG)
• Contrastive pre-training aligns current and previous images (longitudinal) with text; Select 

images with different angle (multiview)

• Propose a tokenized absence encoding technique to handle missing patient-specific prior 
knowledge

Liu, K., Ma, Z., Kang, X., Li, Y., Xie, K., Jiao, Z., & Miao, Q. (2025). Enhanced contrastive learning with multi-view longitudinal data for chest x-ray report generation. In Proceedings of the Computer Vision and Pattern Recognition Conference (pp. 10348-10359).

Pros:
▪ Leverage richer data (multiple views + 

history) 
▪ Use contrastive learning to improve 

alignment between images and text
▪ Robust in real scenarios with 

inconsistent history
Points for Improvement: 
▪ Require prior exams and multi-view 

images to achieve best performance
▪ GPT-like Text generation can induce 

hallucination



RRG-Mamba: Efficient Radiology Report Generation with State Space Model. 
• Generate reports with lower computational cost without losing modeling of long-range 

dependencies

• Design a global dependency learning module that integrates rotary position encoding

Hou, X., Li, X., Lu, M., Wang, S., & Zhang, Y. RRG-Mamba: Efficient Radiology Report Generation with State Space Model. IJCAI 2025

Pros:
▪ Linear complexity decoding means it scales to longer reports or higher detail without slow -down
▪ Match or even exceed accuracy of Transformer-based methods 
▪ Use position encoding to addresses both local and long-range feature relationships
Points for Improvement: 
▪ No domain-specific knowledge integration
▪ Fewer off-the-shelf tools for State Space Models compared to Transformers



Potential Future Directions

• Combine both papers to create an efficient model that takes multi-view 
inputs

• Retrieve clinically similar reports based on visual input (Yan et al., 2024) 
and rewrite them based on current images

• Improve evaluation metrics
• Integrating vision–language models (VLMs) as judge

• Use attention map and reasoning chain to assess interpretability and factual 
consistency

Liu, K., Ma, Z., Kang, X., Li, Y., Xie, K., Jiao, Z., & Miao, Q. (2025). Enhanced contrastive learning with multi-view longitudinal data for chest x-ray report generation. In Proceedings of the Computer Vision and Pattern Recognition Conference (pp. 10348-10359).
Hou, X., Li, X., Lu, M., Wang, S., & Zhang, Y. RRG-Mamba: Efficient Radiology Report Generation with State Space Model. IJCAI 2025
Yan, S., Cheung, W. K., Tsang, I. W., Chiu, K., Tong, T. M., Cheung, K. C., & See, S. (2024). AHIVE: Anatomy-aware Hierarchical Vision Encoding for Interactive Radiology Report Retrieval. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition (pp. 
14324-14333).



Medical Decision-Making

• A multifaceted and intricate process in which clinicians collaboratively 
navigate diverse sources of information to reach a precise and specific 
conclusion

• It involves interpreting complex and multi-modal data, such as imaging, 
electronic health records (EHR), physiological signals, and genetic 
information

Kim, Y., Park, C., Jeong, H., Chan, Y. S., Xu, X., McDuff, D., ... & Park, H. W. (2024). Mdagents: An adaptive collaboration of llms for medical decision-making. Advances in Neural Information Processing Systems, 37, 79410-79452.



MEDAGENTS: LLMs as Collaborators for Zero-shot Medical Reasoning
• Use role-playing and collaborative agent discussion to increase faithfulness and 

interpretability of LLM without retrieval-augmented generation

Tang, X., Zou, A., Zhang, Z., Li, Z., Zhao, Y., Zhang, X., ... & Gerstein, M. (2024, August). Medagents: Large language models as collaborators for zero-shot medical reasoning. In Findings of the Association for Computational Linguistics: ACL 
2024 (pp. 599-621).

Pros:
▪ Do not require external 

knowledge
▪ Enhance faithfulness of 

LLM results
▪ Provide interpretable 

reasoning chains
Points for Improvement: 
▪ Use closed-source LLMs, 

require LLM’s pretrained 
knowledge

▪ Agent numbers are fixed, 
which is not 
computational efficient

▪ Agent might not reach 
consensus



MDAgents: An Adaptive Collaboration of LLMs
• The first adaptive decision-making framework for LLMs that mirrors real-world MDM 

processes via dynamic collaboration among AI agents based on task complexity

Kim, Y., Park, C., Jeong, H., Chan, Y. S., Xu, X., McDuff, D., ... & Park, H. W. (2024). Mdagents: An adaptive collaboration of llms for medical decision-making. Advances in Neural Information Processing Systems, 37, 79410-79452.

Pros:
▪ Framework imitates real-

world clinical decision 
making

▪ Dynamic collaboration to 
improve efficiency

▪ Include a moderator 
agent to conduct 
planning

▪ Can integrate external 
knowledge

Points for Improvement: 
▪ Use closed-source LLMs
▪ Limit to QA tasks



Takeaways

• Notable points
• Moving from static analysis models to interactive collaborators in clinical workflows

• AI systems can now think, reason, and communicate rather than just process data

• Success of AI systems depends on transparency, interpretability, and clinician trust



An Interactive Example: Paper Hypothsis 
Assistant



Example Overview
• We'll consolidate these ideas by exploring an interactive example of 

hypothesis generation. 

• Our hands-on example will consist of two components:

• 1. Retrieve semantically relevant inspirations from training set

• 2. Generate hypotheses based on the retrieved inspirations, background 
context, and seed term

• Find Google Colab https://colab.google/ notebooks at 

• https://github.com/EagleW/tutorial_paper_hypothesis/ 

https://colab.google/
https://github.com/EagleW/tutorial_paper_hypothesis/
https://github.com/EagleW/tutorial_paper_hypothesis/


Why might language models hurt the scientific process?

• Factuality, misinformation, and hallucination

• Plagiarism

• High quantities of (often low-quality) work

• Issues with peer review

• These are issues now! The cat is out of the bag.



Factuality

• LLMs like ChatGPT tend to hallucinate.
• The only time this is good for science is hypothesis generation! When we read the 

literature or write papers, we don't want to make things up (usually).

• ChatGPT often cites non-existent references. The proportion of nonexistent citations 
was over 30% with GPT-3.5, and it is over 20% with GPT-4 several months later.

• ChatGPT generated fake court citations

Buchanan, J., Hill, S., & Shapoval, O. (2024). ChatGPT Hallucinates Non-existent Citations: Evidence from Economics. The American Economist, 69(1), 80-87
https://retractionwatch.com/2023/07/07/publisher-blacklists-authors-after-preprint-cites-made-up-studies/ 
https://www.reuters.com/legal/new-york-lawyers-sanctioned-using-fake-chatgpt-cases-legal-brief-2023-06-22/ 

https://retractionwatch.com/2023/07/07/publisher-blacklists-authors-after-preprint-cites-made-up-studies/
https://retractionwatch.com/2023/07/07/publisher-blacklists-authors-after-preprint-cites-made-up-studies/
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https://retractionwatch.com/2023/07/07/publisher-blacklists-authors-after-preprint-cites-made-up-studies/
https://retractionwatch.com/2023/07/07/publisher-blacklists-authors-after-preprint-cites-made-up-studies/
https://retractionwatch.com/2023/07/07/publisher-blacklists-authors-after-preprint-cites-made-up-studies/
https://retractionwatch.com/2023/07/07/publisher-blacklists-authors-after-preprint-cites-made-up-studies/
https://retractionwatch.com/2023/07/07/publisher-blacklists-authors-after-preprint-cites-made-up-studies/
https://retractionwatch.com/2023/07/07/publisher-blacklists-authors-after-preprint-cites-made-up-studies/
https://retractionwatch.com/2023/07/07/publisher-blacklists-authors-after-preprint-cites-made-up-studies/
https://retractionwatch.com/2023/07/07/publisher-blacklists-authors-after-preprint-cites-made-up-studies/
https://retractionwatch.com/2023/07/07/publisher-blacklists-authors-after-preprint-cites-made-up-studies/
https://www.reuters.com/legal/new-york-lawyers-sanctioned-using-fake-chatgpt-cases-legal-brief-2023-06-22/
https://www.reuters.com/legal/new-york-lawyers-sanctioned-using-fake-chatgpt-cases-legal-brief-2023-06-22/
https://www.reuters.com/legal/new-york-lawyers-sanctioned-using-fake-chatgpt-cases-legal-brief-2023-06-22/
https://www.reuters.com/legal/new-york-lawyers-sanctioned-using-fake-chatgpt-cases-legal-brief-2023-06-22/
https://www.reuters.com/legal/new-york-lawyers-sanctioned-using-fake-chatgpt-cases-legal-brief-2023-06-22/
https://www.reuters.com/legal/new-york-lawyers-sanctioned-using-fake-chatgpt-cases-legal-brief-2023-06-22/
https://www.reuters.com/legal/new-york-lawyers-sanctioned-using-fake-chatgpt-cases-legal-brief-2023-06-22/
https://www.reuters.com/legal/new-york-lawyers-sanctioned-using-fake-chatgpt-cases-legal-brief-2023-06-22/
https://www.reuters.com/legal/new-york-lawyers-sanctioned-using-fake-chatgpt-cases-legal-brief-2023-06-22/
https://www.reuters.com/legal/new-york-lawyers-sanctioned-using-fake-chatgpt-cases-legal-brief-2023-06-22/
https://www.reuters.com/legal/new-york-lawyers-sanctioned-using-fake-chatgpt-cases-legal-brief-2023-06-22/
https://www.reuters.com/legal/new-york-lawyers-sanctioned-using-fake-chatgpt-cases-legal-brief-2023-06-22/
https://www.reuters.com/legal/new-york-lawyers-sanctioned-using-fake-chatgpt-cases-legal-brief-2023-06-22/
https://www.reuters.com/legal/new-york-lawyers-sanctioned-using-fake-chatgpt-cases-legal-brief-2023-06-22/
https://www.reuters.com/legal/new-york-lawyers-sanctioned-using-fake-chatgpt-cases-legal-brief-2023-06-22/
https://www.reuters.com/legal/new-york-lawyers-sanctioned-using-fake-chatgpt-cases-legal-brief-2023-06-22/
https://www.reuters.com/legal/new-york-lawyers-sanctioned-using-fake-chatgpt-cases-legal-brief-2023-06-22/
https://www.reuters.com/legal/new-york-lawyers-sanctioned-using-fake-chatgpt-cases-legal-brief-2023-06-22/
https://www.reuters.com/legal/new-york-lawyers-sanctioned-using-fake-chatgpt-cases-legal-brief-2023-06-22/
https://www.reuters.com/legal/new-york-lawyers-sanctioned-using-fake-chatgpt-cases-legal-brief-2023-06-22/
https://www.reuters.com/legal/new-york-lawyers-sanctioned-using-fake-chatgpt-cases-legal-brief-2023-06-22/
https://www.reuters.com/legal/new-york-lawyers-sanctioned-using-fake-chatgpt-cases-legal-brief-2023-06-22/
https://www.reuters.com/legal/new-york-lawyers-sanctioned-using-fake-chatgpt-cases-legal-brief-2023-06-22/
https://www.reuters.com/legal/new-york-lawyers-sanctioned-using-fake-chatgpt-cases-legal-brief-2023-06-22/
https://www.reuters.com/legal/new-york-lawyers-sanctioned-using-fake-chatgpt-cases-legal-brief-2023-06-22/


Mitigation Methods: During Training

• Both supervised fine-tuning (SFT) 
and reinforcement learning (RL) can 
encourage hallucination

• Factuality-aware Alignment
• Supervised Fine-Tuning (SFT) Adjustments: Use the 

LLM's own existing knowledge to generate training 
data, thus minimizing the incorporation of unfamiliar 
information

• Reinforcement Learning (RL) Tweaks: The model's 
reward function is adjusted to include a direct 
preference for factuality using a factuality reward 
model (SFT)

Lin, S. C., Gao, L., Oguz, B., Xiong, W., Lin, J., Yih, W. T., & Chen, X. (2024). FLAME: Factuality-Aware Alignment for Large Language Models. NeurIPS2024

Future Directions: 
▪ Incorporate claim generation modules from other systems and 

external KBs might help LLMs verify factuality better



Mitigation Methods: After Training

• High Entropy Word Spotting and Replacement: Identify high-entropy 
words in hallucinated text and replace them with predictions from another 
LLM

• Sentence Factuality Checking: Identify sentences that are considered 
suspicious by NLI models for human review

Rawte, V., Chakraborty, S.,... & Das, A. (2023). The Troubling Emergence of Hallucination in Large Language Models--An Extensive Definition, Quantification, and Prescriptive Remediations. EMNLP 2023.



Quantity overwhelms existing systems
• Papers can be generated much quicker now, 

but they aren't necessarily good
• Current scientific productivity metrics are measured 

by quantity

• "When a measure becomes a target, it ceases to be a 
good measure."

▪ Using "As of my last knowledge update" on 
Google Scholar returns 100s of results!

"Scientific Journals Are Publishing Papers With AI-Generated Text" 404media.co. 2024.



Quantity overwhelms existing systems
• Peer-review challenges

• Current scientific productivity metrics are measured by quantity

▪ Measuring quality is hard to do without retrospect!

• There aren't enough people to do free peer-review

▪ Peer review takes time away from writing more papers

▪ Many are turning to LLMs for help, but are the results thorough?

Liang, W., Izzo, Z., Zhang, Y., Lepp, H., Cao, H., Zhao, X., ... & Zou, J. Y. (2024). Monitoring AI-Modified Content at Scale: A Case Study on the Impact of ChatGPT on AI Conference Peer Reviews. arXiv preprint arXiv:2403.07183.
Van Noorden, R., & Perkel, J. M. (2023). AI and science: what 1,600 researchers think. Nature, 621(7980), 672-675.



What can we do? -- LLM Detectors
• Watermarking text (Kirchenbauer et al.,  2023)

• Encourage an unnatural distribution of generated words

• Split the token set into a red list and a green list with a random 
seed.

• Promote the use of green tokens, i.e., increase its probability

▪ Zero-shot approaches
• Measure the perplexity and complexity of a generated sentence

• Retrieval (Krishna et al., 2023)
• Given candidate text, search a database of previous LLM 

generations, looking for sequences that match the candidate 
text within a certain threshold

• Neural Network detectors for AI-generated text
• Train a model to distinguish between human and AI text

• These go out of date quickly and can be fooled by stronger 
models

Kirchenbauer, J., Geiping, J., Wen, Y., Katz, J., Miers, I., & Goldstein, T. (2023, July). A watermark for large language models. In International Conference on Machine Learning (pp. 17061-17084). PMLR.
https://www.techlearning.com/news/what-is-gptzero-the-chatgpt-detection-tool-explained 
Krishna, K., Song, Y., Karpinska, M., Wieting, J., & Iyyer, M. (2024). Paraphrasing evades detectors of ai-generated text, but retrieval is an effective defense. Advances in Neural Information Processing Systems, 36.
https://huggingface.co/roberta-large-openai-detector 
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Conclusion and Future Directions



Future Direction 1: Science-Inspired Large Language Models

• Existing work chooses either highly-capable general domain models (e.g., GPT-4) 
with strong reasoning capabilities or trains specific scientific language models 
(e.g., SciBERT) with specific knowledge.
• Can we more effectively bridge this gap?

• Develop more capable multimodal LLMs 
• Explore instruction finetuning on a suite of datasets carefully designed to improve LLM 

capabilities in key tasks for scientific applications



Future Direction 2: Automated Experimental Systems

• Convert automated agents for scientific discovery from prototype ideas 
into useful tools

• Read the entire scientific literature and synthesize relevant information to propose 
novel ideas

• Couple with external simulations for rapid feedback

• Integrate with specially designed laboratory hardware for automated 
experimentation and testing

Boiko, D. A., MacKnight, R., Kline, B., & Gomes, G. (2023). Autonomous chemical research with large language models. Nature, 624(7992), 570-578.



Future Direction 3: Completing the LLM Knowledge Lifecycle

• Create a two-way knowledge acquisition framework to make symbolic and 
neural learning approaches mutually enhance each other

Large Neural 
Models

Elicit Explicit 
Symbolic 

Knowledge 

Knowledge 
Localization and  

Generalization

Knowledge 
Augmentation and 

Distillation

Knowledge 
Patching and 

Fusion

•Structured Knowledge
•Background Knowledge
•Domain-Specific 

Knowledge
•World Knowledge
•Task-Specific Knowledge

External 
Symbolic 

Knowledge

Unstructured 
Multimodal 
Multilingual 

Data

Knowledge 
Extraction

Stage 2

Stage 1



Questions?
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